IENG112
Notes #7
Numerical(Quantitative) Methods of Forecasting
The underlying notion is time series: {xk}k=1T a sequence of values of a certain quantity. It is supposed that there are measured in equidistant time periods.

Elements of Time Series

1. Random Error
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2. Level
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3. Trend
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4. Short Cycle
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5. Long Cycle
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6. Time Series
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2. Methods of Forecast

1. Average. It useful only in very steady environment.
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2. Moving average. The length of the time window is t.
Forecast = fn+1  = (∑j=1t  xn-t+j )/t
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Remarks. (i) It works as a filter. It is known for EE people.
(ii) It is in delay showing new trends. Better way is to choose t as an odd number, say 2k+1 and put 
fn-k  = (∑j=1t  xn-t+j )/t
and carry out further calculation with these values.
(iii) It is advised that the convex combination of the values belonging different time windows gives a better forecast.

(iv) The coefficients of curves fitted to the original data series and the MA series generally are different only in a very minor extent.
3. Weighted moving average. 
Forecast = fn+1  = (∑j=1t αj xn-t+j )/t  

with  
∑j=1t αj = 1,   αj ≥ 0  j=1,…,t.
It reacts in a more sensitive way on new tendencies, but has less filtering effect.
4. Exponential smoothing.  The basic idea is to learn from the past errors.
fn+1  = fn +  α( xn - fn).

Remarks. (i) Each element has a certain contribution to the forecast.

(ii) This formula is used in many areas of economics, e.g. as a way of price expectation (Nerlove 1958). But it may cause chaos.
5. Seasonal index. It is assumed that the data are positive. There are S seasons, e.g. months or weeks of the year. Each data of the time series belongs to exactly one season. Let
X  = the overall average
Xs = the average of season s.

Then the seasonal index of season s is

Is = Xs / X.
	
	Average
	

	Season
	6.210053
	SI

	1
	6.861709
	1.104936

	2
	6.345239
	1.021769

	3
	5.264594
	0.847754

	4
	5.005286
	0.805997

	5
	5.476764
	0.881919

	6
	6.137441
	0.988307

	7
	7.139896
	1.149732

	8
	7.449494
	1.199586


6. Inflation. Although inflation is a completely economic phenomenon, many time series contain price data. If the series concerns to a long time interval, then inflation might be a factor to take into consideration on its own right. Inflation itself is a time series. Sometimes there are more than one relevant inflation time series.

7. Cleaning the time series. If  a phenomenon described by the time series is affected by inflation or seasonal effects then it is better to clean the time series first and do any calculation only after it. 
Inflation. Choose a base point, say e.g. m, let

yn = xn∏t=n+1m(1+inflationt)

if n < m, and 
yn = xn/∏t=mn-1(1+inflationt)

if n > m.

Seasonal index. 
yn = xn/I(xn).
8. Simple linear regression. In general in all kind of regression a certain type of mathematical relation is assumed among the quantities. The value to be forecasted is the dependent variable and all other factors are independent variables. In the case of simple linear regression we have only one independent variable and the supposed interrelation is linear:
xk = ak+b
in the case of a single time series and
yk = a xk +b

in the case of two time series. The values of a and b are determined such that the total square of the errors, i.e. 
∑(yk - a xk –b)2
is minimized. (Formulae in the textbook.)
9. Multivariate linear regression. There are several independent variables but the dependent variable is still supposed to be a linear function of them:
yk = a1 x1k + a2 x2k +…+ am xmk + b

10. Nonlinear regression. If there is no computer tool directly providing this service then each term must be prepared as a separate time series and  then multivariate linear regression must be applied for them. E.g. if it is supposed that 
yk = a1 x21k + a2 x1k x2k + a3 x2k + b

then three time series are need: one for each of the followings:

 x21k ,  x1k x2k , x2k.

11. Dynamical effects. The value of a certain quantity may be dependent on its own previous values or on the previous values of other quantities. E.g. these years wheat production is high if the price of wheat was high in the last year.

Lag. The second of the two time series is shifted right, i.e. the present value of the first time series meets an earlier value of the second time series.

Auto -correlation. High value indicates either cyclic phenomena or delayed effect.
Cross-correlation. Shows delayed effects.
12. Regression with cosine functions.
