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1. Overview of the system: energy consumption perspective
Wireless sensor network (WSN) is illustrated by Fig. 1. It has a number of sensors arranged in clusters (3, in Fig. 1), each cluster having a cluster head (CH) and cluster members (CM) show by filled and empty circles respectively. Sensors are responsible for collecting (sensing) data and sending them to the base station (BS). Communicating of the data to the BS is done according to low-energy adaptive clustering hierarchy (LEACH) protocol [1]-[3]. In LEACH protocol, clusters are created dynamically, and data are transmitted from CMs to BS via respective CHs.
[image: ]
Fig. 1. WSN [1]
Two snapshots of WSN cluster configurations are shown in Fig. 2. [image: ]
Fig. 2. Two cluster configurations [2].
Cluster configurations are defined periodically. Time diagram of WSN working is shown in Fig. 3.
[image: ]
Fig. 3. Time diagram of WSN working [2]
WSN work is a sequence of rounds, each round having set-up and steady-state phases. In the set-up phase, clusters are formed (CMs and CHs, time-division multiple access (TDMA) schedules defining for each CM and CH time of data exchange, and time of CH-BS exchange are defined).
Steady-state phase is a sequence frames inside which CH-CM and CH-BS data exchanges are made. One round detaıled tıme dıagram ıs shown ın Fıg. 4.
[image: ]
Fig. 4. One round detailed time diagram [1].
2. System parameters and energy consumption formulas
System simulation parameters used in [1] are given in Fig. 5.
[image: ]
Fig. 5. System parameters used in [1].
Parameters from Fig. 5 (excepting the last two,  and  used in Algorithm 1 in [1] for distributed cluster formation) are used in energy consumption model given in Fig. 6.
[image: ]
Fig. 6. Energy consumption model [1].
Thus CH energy consumptıon for one frame (see Fig. 4) ıs gıven by
	,
	(1)


where  energy is  consumed to get data from CMs,  is consumed for aggregation of the data obtained of CMs, and   energy is consumed for transmitting the aggregated data to BS, since it is assumed that distance from CH to BS is greater than .. A CM for transmission of its data in a frame consumes
	,
	(2)


since it is assumed that distance from CM to CH is less than . If the cluster reformation interval,  is one week, reporting interval,  is one hour, as specified in Fig. 5, then the number of frames in the steady state period of one round (see Fig. 4) is
	,
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where  is the time for cluster formation. Cluster formation follows LEACH protocol discussed in detail in Section 3, and   is estimated in (5), (6) as 0.32 sec that compared to  days and  hour, can be neglected in (3)  for parameters used in Figs. 5, 10. Knowing the number of frames in a round, energy consumption of each CH and CM can be calculated:
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Radio energy dissipation model is given pictorially in Fig. 7
[image: ]
Fig. 7. Radio energy dissipation model [2]
In [2], energy model is described similarly as shown in Fig. 8:
[image: ]
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Fig. 8. Energy consumption model [2].
System parameters used in [2] are shown in Fig. 9:
[image: ]
Fig. 9. Experiment setup on energy [2]
Other system parameters used in are given in Fig. 10:
[image: ]
a)
[image: ]
b)
Fig. 10. System parameters on a) the number of nodes, area, transmission rates, and packets used in [2]; b) nodes, area used in [1].
Radio characteristics used in [3] are given in Fig. 11:
[image: ]
Fig. 11. Radio characteristics used in [3]
3. LEACH protocol detailed description
LEACH protocol details are given in Fig. 12
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Fig. 12. Details of LEACH protocol [3]
Pictorially LEACH protocol is described in Fig. 13
[image: ]
Fig. 13. Flowchart of LEACH
The optimal number of clusters is estimated in Fig. 14, where WSN area is assumed  sized, M in meters.
[image: ]
Fig. 14. Optimal cluster number estimate from [2]
Observed in simulations [2] energy dissipation dependence on the number of clusters is given in Fig. 15
[image: ]
Fig. 15. Observed energy dissipation as a function of the clusters number [2]
Hence, it was decided in [2] as shown in Fig. 16:
[image: ]
Fig. 16. Defining number of clusters for experiments [2]
Time cluster formation, , according to LEACH protocol, neglecting computation time related with threshold comparison, can be estimated as 
	,
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where  is the bit rate of data transfer,  is the total number of nodes in the WSN. It accounts for the time of CH announcements and join-request messages transfer (see Fig. 13) assuming that each message is of  bits. In Fig. 10, , the number of bits in a packet of 200 bytes (as in Fig. 5), is , and with  (as in Fig. 10), 
	 sec.
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4. Simulation principles
4.1. Simulation of parallel activities by a sequential process
To simulate N sensors behavior according to LEACH algorithm with the aim of defining dependence of the number of alive/dead nodes on time, it is necessary tracking battery charge dropping with time as data are transferred. Transfer of data is necessary for clusters set-up (exchange of CH announcements and join-request messages, see Fig. 13) and steady state (regular sensed data transfer, see Figs. 3, 4). For example, N=3, and the nodes need exchanging two messages, m1 and m2, i.e. each node sends its instance of m1, receives m1 from all the nodes, then similarly, each node sends and receives m2. It can be modeled by the following state diagram shown in Fig. 17:
M2 received sent
M1 received sent
M1 sent sent
Sending m1
Receiving m1
M2 sent sent
Sending m2
Receiving m2
Next state

Fig. 17. State chart diagram of two-message sending-receiving by each node
We assume that all three nodes do actions shown in Fig. 17 in parallel. It can be simulated by a sequential process similar to how a sequential processor, CPU, handles pseudo-parallel processes running in conventional multi-tasking operating systems such as Windows or Linux: using time sharing. In our case, it is as shown in Fig. 18:
	Physical Time quanta
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	Node1
	M1 send
	
	
	M1 receive
	
	
	M2 send
	
	
	M2 receive
	
	

	Node2
	
	M1 send
	
	
	M1 receive
	
	
	M2 send
	
	
	M2 receive
	

	Node3
	
	
	M1 send
	
	
	M1 receive
	
	
	M2 send
	
	
	M2 receive

	Simulation time
	1
	2
	3
	4


Fig. 18. Time sharing between three nodes with 12 physical and 4 simulation time units spent
4.2. Simulation of random events
In  LEACH, choice of a CH is made randomly as shown in Fig. 12, 5.1 Advertisement phase, formula for 
		.
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In (7),  is the desired percentage of CHs. For the number of clusters used in [2] (see Figs. 15, 16), , and the total number of sensor nodes,  (see Fig. 10), they are used in equation (11) in [2], the desired percentage , as specified in Fig. 12, 5.1 Advertisement phase. For example if  and , then 
To make decision to be a CH, a node generates randomly a number from  using pseudo-random number generator (PRNG), and if it is less than , it becomes a CH for the current round, and, not, otherwise.
4.3. Simulation of sensor networks from the energy consumption perspective
[bookmark: _GoBack]Each node at the beginning has full battery with energy specified by initial node energy parameter in Fig. 5. In each round, the nodes consume energy defined by (4) for CH and CM,  and , respectively. Thus, in every round, energy of each node decreases by  or . A node dies if its energy drops to zero.
5. What is to be done?
The aim of the project is to develop a software product allowing a registered user to specify system parameters (see Figs. 9-11), conduct simulations, and output their results in numerical and graphical forms. Settings and results for a registered user can be saved, and retrieved later. For a guest user, limited simulations facilities are provided (e.g., limited number of nodes, clusters, rounds, etc.; limited area; absence of permanent data keeping). Allocation of resources for keeping data, and responding requests of the users is responsibility of a system administrator.
References
1. I. Sohn, J.-H. Lee, and S. H. Lee, Low-Energy Adaptive Clustering Hierarchy Using Affinity Propagation for Wireless Sensor Networks, IEEE COMMUNICATIONS LETTERS, VOL. 20, NO. 3, MARCH 2016, p. 558-561. 
2. W. B. Heinzelman, A. P. Chandrakasan, and H. Balakrishnan, An Application-Specific Protocol Architecture for Wireless Microsensor Networks, IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 1, NO. 4, OCTOBER 2002, p. 660-670
3. W. R. Heinzelman, A. Chandrakasan, and H. Balakrishnan, Energy-Efficient Communication Protocol for Wireless Microsensor Networks, Proceedings of the 33rd Hawaii International Conference on System Sciences – 2000, p. 1-10
14

image2.emf

image3.emf

image4.emf

image5.emf

image6.emf

image7.emf

image8.emf

image9.emf

image10.emf

image11.emf

image12.emf

image13.emf

image14.png
5. LEACH Algorithm Details

The operation of LEACH is broken up into rounds,
where each round begins with a set-up phase, when the clus-
ters are organized, followed by a steady-state phase, when
data transfers to the base sfation occur. In order fo mini-
‘mize overhead, the steady-state phase is long compared to
the set-up phase.

5.1 Advertisement Phase

Initially, when clusters are being created, cach node de-
cides whether or not o become a cluster-head for the current
round. This decision is based on the suggested percentage
of cluster heads for the network (determined a priori) and
the number of fimes the node has been a cluster-head so
far. This decision is made by the node 1 choosing a random
‘number befween 0 and 1. If the mumber is less than a thresh-
old 7'(n), the node becomes a cluster-head for the current
round. The threshold is set as

L ifncG
T(n)={ =PmorEy BRE

0 otherwise

where I” = the desired percentage of cluster heads (e.g..
P = 0.05), r = the current round, and G is the set of nodes
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[Each node that has elected 1tself a cluster-head for the
current round broadcasts an advertisement message fo the
sest of the nodes. For this “cluster-head-advertisement™
phase. the cluster-heads use a CSMA MAC protocol, and all
cluster-heads transmit their advertisement using the same.
transmit encrgy. The non-cluster-head nodes must keep.
their receivers on during this phase of set-up fo hear the ad-
vertisements of all the cluster-head nodes. Afier this phase
is complete, each non-cluster-head node decides the cluster
to which it will belong for this round. This decision is based
on the received signal strength of the advertisement. As-
suming symmetric propagation channels, the cluster-head
advertisement heard with the largest signal strength is the
cluster-head to whom the minimum amount of transmitted
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