CMPE-523 Problem session 05.11.2025
04.11.2025. CMPE-523 MT Exam (date TBD) will cover the following topics: 1) Introduction; 2) Introduction (cont); 3) Ch 2 Potential for parallel computations; and 4)  Ch3 Vector algorithms (p. 1-5, linear recurrence problem not included). Three A4-sized cheat sheets with your own handwritings can be used for your help (printouts, photocopies, etc. are not allowed). Calulators (standalone) can be used. Thelephones, other electronic devices are not allowed
1. Introduction
1.1. Von Neumann architecture, instruction format
1.2.  Parallelism, pipelining, VLIW architecture
1.3.  Tree of expression, code generation, equivalent transformations, tree flattening
1.4. Flynn’s classification, SISD, SIMD, MISD, MIMD
1.5.  Floating point numbers processing, its pipelining 
2. Introduction (Cont)
2.1. Parallel SIMD pseudo-code conventions
2.2. Ijk and ikj patterns of matrix-matrix product
2.3. MIMD programming, fork, join, shared, private, threads. Matrix product
2.4.  Parallel instructions, Bernstein’s conditions, output independence, flow independence, anti independence
3. Potential for parallel computations
3.1. Parameters characterising parallelism
3.2. Parallel summation
3.3. Prefix problem, parallel Upper-lower parallel prefix algorithm
3.4. Big O, small o, big , small , and  notation
3.5. Speedup, efficiency, minimal processor number for the shortest time
3.6. Lower boundary for N-atom expression evaluation
3.7.  Factors affecting performance
3.8. Amdahl’s law, serial and parallel task’s parts
3.9. Average execution rate
4. Vector algorithms and architectures
4.1. Matrix-vector product parallelization, SAXPY operation
4.2. Matrix-matrix product parallelization over N^2 processors
4.3.  Solving systems of linear algebraic equations
4.4. Gaussian elimination without pivoting
4.5. Parallelization of Gaussian elimination without pivoting
4.6. Pivoting implementation (idamax function, swap rows)
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