Final Exam CMPE-523 5.01.2006 (100%, 100 min)
St. Name, Surname______________________________________ St.Id#_____________
Instructor Alexander Chefranov

Open books & notes

Task 1 (33%) Consider a problem of scaling the columns of a matrix B(M,M) by their first element, unless that element is zero, in an N-processor SIMD system. Assembly code for it is given in Figure 3-16 (p. 73, Textbook) for the case of M=N=64. Consider case of M=64, N=32. Show pictorially memory layout. Write Assembly code.
N data 

32
PEs number

M equiv
64
size of matix

MBYN equiv
2
number of blocks in the vector=ceiling(M/N)

B BSS

64x64
assume that system itself distributes array between processors

; we assume here that each row of matrix B will occupy MBYN consecutive rows in memory ;modules as follows:

	M1
	M2
	..
	M32

	B[1,1]

B[1,33]
	B[1,2]

B[1,34]
	
	B[1,32]

B[1,64]

	B[2,1]

B[2,33]
	B[2,2]

B[2,34]
	
	B[2,32]

B[2,64]

	..
	
	
	

	B[64,1]

B[64,33]
	B[64,2]

B[64,34]
	
	B[64,32]

B[64,64]


 ;Total number of rows is M*MBYN=128 in that case

ZRO data
0.0
keeps zero
I equiv

2
index register to keep row number

LIM equiv
1
index register to keep limit row number (M*MBYN)

LOOPV equiv3
index register to keep current position in vecloop

Offset equiv
4
index register to keep offset inside current row

LIMV equiv
5
index register to keep number of elements in row

Ldxi I,0

row number in I register

Move I to OFFSET
synchronize x[I] and x[offset] to zero

Ldxi LOOPV,0
load 0 in LOOPV

Ldxi LIM, 2*M-1
load in LIM index number of rows M

Ldxi LIMV,M-1
load M-1 in x[LIMV]

L0: 
Cload ZRO

load 0 in AC

Cbcast


broadcast AC to Rk, k=0,31

movRtoA

set Ak=0, k=0,31


ceq B,offset

form mask for the next block with offset x[OFFSET]
Not mask, mask


Mask


disable processors with zeros in the first row

Incx I,MBYN

not to divide 1st row by 1st row
ILP:
Lod B,I

load next block of i-th row in Ak 

Div B,offset

divide by first row, specified by offset block
Sto B,I


store in memory result in the i-th row, offset position

Incx I,MBYN

Cmpx I,LIM,ILP
if x[i]<x[lim] then goto ilp
Incx OFFSET, 1
increase x[OFFSET]

Move OFFSET to I 
synchronize x[I] and x[OFFSET] 

vecloop LOOPV, LIMV,L0
repeat from L0, if not all blocks of the rows were processed
;LOOPV is incremented by processors number N by default

Task 2 (34%) Write FORTRAN-90 code, equivalent to pseudo-code, given in Exercise 3.15 (p.104, Textbook). Use FORTRAN-90 vector operations. Arrays A, B have 100 elements each. Give necessary declarations.
PARAMETER:: N=100

REAL(0:N-1)::A,B

INTEGER I

DO I=0,N-1,4

  A(4*I:4*I+3)=B(4*I:4*I+3)+B(I)

END DO

Task 3 (34%).  Consider the following MIMD synchronization problem. We have N=10 uniform resource units, that should be shared by some number of processes in mutually exclusive mode.  Each process needs any 1 out of N units. Process that failed to find necessary resource should be suspended until free resource will appear. Write pseudo-code for i-th process, providing required access to shared resources, i>0.  Use binary semaphores for synchronization. Show necessary declarations and initializations. 
#define N 10

Shared semaphore S=1, suspend=0;

Shared int available=N, suspended#=0;

Process-i:

 //acquire resource

1: P(S); //critical section begins

     If (available>0){

       Available--; take any one available resource

       V(S);//critical section ends for then branch

     }

     Else{

       Suspended#++;

       V(S); //critical section ends for else branch

        P(suspend); //suspend itself on the zero semaphore 

        Goto 1;//try again after awakening

     }

// use taken resource

//return resource back

P(S);//2nd critical section begins

  Available++; return used resource back

  If (suspended#>0){//suspended exist

    V(suspended);//awaken one of suspended

     Suspended#--;//decrease number of suspended processes

   }

V(S);//release 2nd critical section

