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Rmax and Rpeak values are in TFlops. For more details about other fields, check the TOP500 description.

Power data in KW for entire system
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	Rank
	Site
	Computer/Year Vendor
	Cores
	Rmax
	Rpeak
	Power

	1
	RIKEN Advanced Institute for Computational Science (AICS)
Japan
	K computer, SPARC64 VIIIfx 2.0GHz, Tofu interconnect / 2011
Fujitsu
	548352
	8162.00
	8773.63
	9898.56

	2
	National Supercomputing Center in Tianjin
China
	Tianhe-1A - NUDT TH MPP, X5670 2.93Ghz 6C, NVIDIA GPU, FT-1000 8C / 2010
NUDT
	186368
	2566.00
	4701.00
	4040.00

	3
	DOE/SC/Oak Ridge National Laboratory
United States
	Jaguar - Cray XT5-HE Opteron 6-core 2.6 GHz / 2009
Cray Inc.
	224162
	1759.00
	2331.00
	6950.60

	4
	National Supercomputing Centre in Shenzhen (NSCS)
China
	Nebulae - Dawning TC3600 Blade, Intel X5650, NVidia Tesla C2050 GPU / 2010
Dawning
	120640
	1271.00
	2984.30
	2580.00

	5
	GSIC Center, Tokyo Institute of Technology
Japan
	TSUBAME 2.0 - HP ProLiant SL390s G7 Xeon 6C X5670, Nvidia GPU, Linux/Windows / 2010
NEC/HP
	73278
	1192.00
	2287.63
	1398.61

	6
	DOE/NNSA/LANL/SNL
United States
	Cielo - Cray XE6 8-core 2.4 GHz / 2011
Cray Inc.
	142272
	1110.00
	1365.81
	3980.00

	7
	NASA/Ames Research Center/NAS
United States
	Pleiades - SGI Altix ICE 8200EX/8400EX, Xeon HT QC 3.0/Xeon 5570/5670 2.93 Ghz, Infiniband / 2011
SGI
	111104
	1088.00
	1315.33
	4102.00

	8
	DOE/SC/LBNL/NERSC
United States
	Hopper - Cray XE6 12-core 2.1 GHz / 2010
Cray Inc.
	153408
	1054.00
	1288.63
	2910.00

	9
	Commissariat a l'Energie Atomique (CEA)
France
	Tera-100 - Bull bullx super-node S6010/S6030 / 2010
Bull SA
	138368
	1050.00
	1254.55
	4590.00
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Rank System

1

Sunway TaihuLight - Sunway MPP, Sunway SW26010 260C
1.456Hz, Sunway , NRCPC

National Supercomputing Center in Wuxi

China

Tianhe-2 (MilkyWay-2) - TH-IVB-FEP Cluster, Intel Xeon E5-2692
12C 2.200GHz, TH Express-2, Intel Xeon Phi 3151P, NUDT
National Super Computer Center in Guangzhou

China

Piz Daint - Cray XC50, Xeon E5-2690v3 12C 2.66Hz, Aries
interconnect , NVIDIA Tesla P100, Cray Inc.

Swiss National Supercomputing Centre (CSCS)
Switzerland

Titan - Cray XK7, Opteron 6274 16C 2.200GHz, Cray Gemini
interconnect, NVIDIA K20x , Cray Inc.

DOE/SC/0ak Ridge National Laboratory

United States

Cores

10,649,600

3,120,000

361,760

560,640

401-500

Rmax
(TFlop/s)

93,014.6

33,862.7

19.590.0

17,590.0

Rpeak
(TFlop/s)

125,435.9

54,902.4

253263

27,1125

Power
(kW)

15371

17,808

2272

8,209




TOP 10 Sites for November 2019

For more information about the sites and systems in the list, click on the links or view the complete list.

	Rank
	System
	Cores
	Rmax (TFlop/s)
	Rpeak (TFlop/s)
	Power (kW)

	1
	Summit - IBM Power System AC922, IBM POWER9 22C 3.07GHz, NVIDIA Volta GV100, Dual-rail Mellanox EDR Infiniband , IBM
DOE/SC/Oak Ridge National Laboratory
United States
	2,414,592
	148,600.0
	200,794.9
	10,096

	2
	Sierra - IBM Power System AC922, IBM POWER9 22C 3.1GHz, NVIDIA Volta GV100, Dual-rail Mellanox EDR Infiniband , IBM / NVIDIA / Mellanox
DOE/NNSA/LLNL
United States
	1,572,480
	94,640.0
	125,712.0
	7,438

	3
	Sunway TaihuLight - Sunway MPP, Sunway SW26010 260C 1.45GHz, Sunway , NRCPC
National Supercomputing Center in Wuxi
China
	10,649,600
	93,014.6
	125,435.9
	15,371

	4
	Tianhe-2A - TH-IVB-FEP Cluster, Intel Xeon E5-2692v2 12C 2.2GHz, TH Express-2, Matrix-2000 , NUDT
National Super Computer Center in Guangzhou
China
	4,981,760
	61,444.5
	100,678.7
	18,482


PARALLEL MACHINES AND COMPUTATIONS
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Figure 1-1
A typical von Neumann architecture.
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Figure 1-2

A simple fetch/execute cycle for a von Neumann machine.




Instruction’s layout:

Opcode | operand1 | operand 2 | operand 3

Instructions may have different number of operands, different length.

Opcode defines instruction’s format, defining instruction’s length
Parallelism in sequential computers
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Figure 1-3

Adding an /O processor to overlap /O with CPU operations.




I/O processor (IOP) can share access to memory with CPU. While CPU runs code not requiring access to external devices, IOP can perform previously issued query. So, several programs can live simultaneously – basis for multiprogramming mode of working of conventional computers.

Pipelining approach
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Figure 1-4

Overlapped fetch/execute cycle





PIPELINING APPROACH (CONT 1)
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Figure 1-5

Comparison of SISD pipelined vs. non-pipelined fetch/exceute cycle.




USING MULTIPLE ARITHMETIC UNITS

In the case of multiple arithmetic units able to execute their own operation as in VLIW (Very Long Instruction Word) machines, independent operations may be executed in parallel.

This requires look-ahead analysis to find operations not in the conflict. If two operations don’t use common data items or if they only read them – then they are not conflicting.

USING MULTIPLE ARITHMETIC UNITS (CONT 1)
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[image: image8.png]Figure 1-6
In-order tree traversal for evaluation of A+B+ C+(Dx EXF)+G +H.




In the best case evaluation of such an expression will require 5 steps (height of the computation tree is 5)

USING MULTIPLE ARITHMETIC UNITS (CONT 2)

Intelligent compiler using commutativity and associativity laws

a*b = b*a, a+b = b+a

a*(b*c) = (a*b)*c, a+(b+c) = (a+b)+c

can restructure computation tree to less height:

[image: image9.png]Figure 1-7
Commutativity and associativity applied (0 A + B+ C + (D X EX F) + G + H.




Flynn’s classification of systems
In conventional von Neumann machine we have a single stream of instructions (represented by PC, through which flows this stream) and a single stream of data processed by these instructions. This may be viewed as SISD machine. In Flynn’s classification, systems are distinguished on the base of numbers of existing streams of instructions and data (single or multiple): 
	Instruction \ Data Streams
	Single Data 
	Multiple

	Single instruction
	sisd
	simd

	Multiple
	misd
	mimd


SISD computers are the conventional von Neumann’s machines.

In SIMD computers same operations are to be performed on disjoint data items, which may be viewed as vectors. For example, a single vector add operation is used to produce a new vector

C = A + B,

whose elements are component wise addition of the two vectors.

Single operation can be issued by one CU, and is to be executed by multiple arithmetic units

In MISD computers a stream of data is processed by multiple instructions simultaneously using pipelining. 

SIMD and MISD (conveyor, pipelined) computers are intended for vectors processing, they have similar representation in instruction sets and programming languages, therefore MISD computers are also called as pipelined SIMD computers

In MIMD computers, we have multiple CPUs processing their own data under streams of their own instructions

SIMD AND PIPELINED SIMD COMPUTERS
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Figure 1-8
True and pipelined SIMD architectures.




SIMD AND PIPELINED SIMD COMPUTERS (CONT 1)
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Example of an SIMD floating point addition pipeline.




Arithmetic pipeline is similar to fetch-execute pipeline previously considered (Figures 1-4, 1-5).

MIMD COMPUTERS OR MULTIPROCESSORS

There are 2 prototypical forms of MIMD computers, distinguished by the way the data are shared between processors.

The shared memory form has a general interconnection network between multiple processors and multiple memories so that any processor can access any memory location. 

The distributed memory form associates a distinct memory with each processor with data being transmitted directly between processors.
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Figure 1-10

M — Memory

True and pipelined MIMD architectures.




MIMD COMPUTERS OR MULTIPROCESSORS (CONT 1)
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igure 1-11
Pipelined fetch/execute cycle in shared-memory MIMD.




Pipelined MIMD computers are also called multithreaded machines (instruction stream – thread).
INTERCONNECTION NETWORKS
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Figure 1-12

Two possible interconnection networks.
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