CMPE-443 Real-Time System Design Problem Session 03.11.2025
CMXE443 MT Exam (date to be defined) will cover the following subjects: 1) Introduction to RTS; 2) Hardware Considerations; 3) Ch3. Real-Time Operating Systems (slides 1-11). 
1. Introduction to RTS
1.1.  Concepts  of system, input, output
1.2.  Definitions of soft, firm, and hard real-time systems (RTS)
1.3.  Flow of control, natural flow of control, change of the natural flow of control, events; synchronous and asynchronous events; periodic, aperiodic, and sporadic events
1.4. Deterministic and non-deterministic systems
1.5.  Utilization of RTS, ranges of safe and not-safe load, utilization formula for a system of periodic tasks, execution time, computational complexity, CPU performance, choice of CPU for safe RTS
1.6.  Plant, controller, control law, sensors, actuators, A/D and D/A converters
1.7.  Reference and control signals, error, proportional, integral, and derivative controller, right rectangle integration, finite difference derivative, recursive calculation of the control PID controller signal, controller algorithm
1.8. Time sampling, Nyquist-Kolmogorov theorem on the sampling frequency
2. Hardware issues
2.1.   CPU von Neumann architecture
2.2.  Latching, edge and level signal, tri-state logic, wait states
2.3. UART. Parallel and serial data representation, Shift registers, Serial bus, collisions, inductive coupling, SCSI, daisy chain connection, Firewire, asynchronous and isochronous modes
2.4.  Fetch, decode, execute CPU cycle, instruction formats, 0-, 1-, 2-, and 3-operand instructions formats, program counter, instruction register, microcontrollers, BTS (bit test and set) use for synchronization, addressing modes (immediate data, direct memory location, indirect memory location, register indirect, double indirect)
2.5.  CISC (complex instruction set computers), RISC (reduced instruction set computers)
2.6.  Memory access synchronization by DST (data strobe) signals, memory hierarchy (internal CPU memory, CPU registers, cache, main, external), DRAM, SRAM, UVROM, EEPROM, fusible link PROM, Flash, Ferroelectric RAM, Ferrite core,  Memory organization
2.7.  Programmed I/O, DMA, DMA controller, Memory mapped I/O
2.8.  Interrupts, internal and external interrupts, interruption vector, interruption sequence, enabling/disabling interrupts
2.9.  Programmable interrupt controller, interrupt  priority, interrupt number
2.10. Interfacing devices via interrupts
2.11. Interruptible instructions
2.12. Watchdog timers
2.13. Enhancing performance, locality of references, locality in code segment, locality in data segment, cache memory, hit ratio, average access time with cache memory, pipelining, pipe depth, speedup dependence on depth and the number of instruction, superpipelined and superscalar architecture. Conditions of pipelined architecture efficiency, coprocessors (floating point, graphical, i/o, etc.).
2.14. ASICs, PAL, PLA, FPGA, transducers, thermometers, accelerometers, position resolvers, gyroscopes, stable rotation masses, ADC, DAC
2.15. Flynn’s classification, SISD, SIMD, MISD, MIMD. Transport triggered architecture, time triggered architecture
3. Real-Time Operating Systems
3.1.  Process, relation between a program and a process, light weight processes (threads)
3.2.  Kernel functionalities (process management, scheduling, dispatching, communication, synchronization)
3.3. Process invocation with polling loops
3.4.  Multiple processes invocation in a round-robin fashion (cooperative multitasking). Allocating more time to a process. Stat-driven processes. Dining philosophers synchronization problem. States of a philosopher. Cooperative multitasking for state-driven processes.
3.5.  Interrupt-driven systems. Context switch. Use of stack. Interruption sequence. 
3.6. Preemptive-priority systems. Foreground-background system
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