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Abstract

Skin detection plays an important role in a wide range of image processing applications ranging from face detection, face tracking,
gesture analysis, content-based image retrieval systems and to various human computer interaction domains. Recently, skin detection
methodologies based on skin-color information as a cue has gained much attention as skin-color provides computationally effective yet,
robust information against rotations, scaling and partial occlusions. Skin detection using color information can be a challenging task as the
skin appearance in images is affected by various factors such as illumination, background, camera characteristics, and ethnicity. Numerous
techniques are presented in literature for skin detection using color. In this paper, we provide a critical up-to-date review of the various
skin modeling and classification strategies based on color information in the visual spectrum. The review is divided into three different
categories: first, we present the various color spaces used for skin modeling and detection. Second, we present different skin modeling
and classification approaches. However, many of these works are limited in performance due to real-world conditions such as illumination
and viewing conditions. To cope up with the rapidly changing illumination conditions, illumination adaptation techniques are applied
along with skin-color detection. Third, we present various approaches that use skin-color constancy and dynamic adaptation techniques to
improve the skin detection performance in dynamically changing illumination and environmental conditions. Wherever available, we also

indicate the various factors under which the skin detection techniques perform well.
© 2006 Published by Elsevier Ltd on behalf of Pattern Recognition Society.
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1. Introduction

Skin detection plays an important role in a wide range of
image processing applications ranging from face detection,
face tracking, gesture analysis, content-based image retrieval
(CBIR) systems and to various human computer interaction
domains. Recently, skin detection methodologies based on
skin-color information as a cue has gained much attention
as skin color provides computationally effective yet, robust
information against rotations, scaling and partial occlusions.
Skin color can also be used as complimentary information
to other features such as shape and geometry and can be
used to build accurate face detection systems [1-4]. Skin-
color detection is often used as a preliminary step in face
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recognition, face tracking and CBIR systems. Skin-color in-
formation can be considered a very effective tool for iden-
tifying/classifying facial areas provided that the underlying
skin-color pixels can be represented, modeled and classified
accurately.

Most of the research efforts on skin detection have focused
on visible spectrum imaging. Skin-color detection in visible
spectrum can be a very challenging task as the skin color in
an image is sensitive to various factors such as:

e [llumination: A change in the light source distribution and
in the illumination level (indoor, outdoor, highlights, shad-
ows, non-white lights) produces a change in the color of
the skin in the image (color constancy problem). The illu-
mination variation is the most important problem among
current skin detection systems that seriously degrades the
performance.

e Camera characteristics: Even under the same illumina-
tion, the skin-color distribution for the same person differs
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from one camera to another depending on the camera sen-
sor characteristics. The color reproduced by a CCD cam-
era is dependent on the spectral reflectance, the prevailing
illumination conditions and the camera sensor sensitivi-
ties.

e FEthnicity: Skin color also varies from person to person be-
longing to different ethnic groups and from persons across
different regions. For example, the skin color of people be-
longing to Asian, African, Caucasian and Hispanic groups
is different from one another and ranges from white,
yellow to dark.

e [ndividual characteristics: Individual characteristics such
as age, sex and body parts also affects the skin-color
appearance.

e Other factors: Different factors such as subject appear-
ances (makeup, hairstyle and glasses), background colors,
shadows and motion also influence skin-color appearance.

Many of the problems encountered in visual spectrum can
be overcome by using non-visual spectrum such as infrared
(IR) [5,6] and spectral imaging [7-9]. Skin-color in non-
visual spectrum methods is invariant to changes in illumina-
tion conditions, ethnicity, shadows and makeup. However,
the expensive equipment necessary for these methods com-
bined with tedious setup procedures have limited their use to
specific application areas such as biomedical applications.
In this paper, we concentrate on visual spectrum-based skin
detection techniques that are applicable for 2D images or
single frames of video.

From a classification point of view, skin detection can
be viewed as a two class problem: skin-pixel vs. non-skin-
pixel classification. The primary steps for skin detection in
an image using color information are (1) to represent the
image pixels in a suitable color space, (2) to model the skin
and non-skin pixels using a suitable distribution and (3)
to classify the modeled distributions. Several color spaces
have been proposed and used for skin detection in the lit-
erature. The choice of color space also determines how ef-
fectively we can model the skin-color distribution. Skin-
color distribution is modeled primarily either by histogram
models or by single/Gaussian mixture models. Several tech-
niques on skin-color model classification, ranging from sim-
ple look-up table approaches to complex pattern recognition
approaches have been published. A survey of different color
spaces for skin-color representation and skin-pixel detec-
tion methods is given by Vezhnevets et al. [10]. However, a
comprehensive survey of the up-to-date techniques on skin-
color modeling and classification is still missing. The goal
of this paper is to provide a critical review of different skin-
color modeling and detection methods. Many of the existing
skin detection strategies are not effective when the illumi-
nation conditions vary rapidly. To cope with changes in illu-
mination conditions and viewing environment only few skin
detection strategies use color constancy and dynamic adap-
tation techniques. In color constancy approaches, the images
are first color corrected based on an estimate the illumi-

nant color. The skin-color modeling and detection are then
applied on these preprocessed images. In dynamic adapta-
tion techniques, the existing skin-color model is transformed
to the changing illumination conditions. An up-to-date re-
view of such illumination adaptation approaches for skin
detection is also presented. Majority of the reported works
on skin detection perform well only for a limited set of il-
lumination conditions and skin types. Wherever available,
we indicate the different factors under which the reported
strategies perform well. We also report the skin detection
performances in terms of true and false positives, if avail-
able. True positive represents the number of skin pixels cor-
rectly classified as skin pixels while false positive represents
the number of non-skin pixels classified as skin pixels.

The remainder of the paper is organized as follows:
Section 2.1 gives a brief description of the popular color
spaces used in skin-color detection. Skin modeling and
classification techniques are described in Section 2.2. Skin
detection strategies that use color constancy and dynamic
adaptation techniques are reviewed in Sections 3. Section 4
provides summary and conclusions.

2. Skin-color modeling and classification
2.1. Color spaces

The choice of color space can be considered as the
primary step in skin-color classification. The RGB color
space is the default color space for most available image
formats. Any other color space can be obtained from a
linear or non-linear transformation from RGB. The color
space transformation is assumed to decrease the overlap
between skin and non-skin pixels thereby aiding skin-pixel
classification and to provide robust parameters against
varying illumination conditions. It has been observed that
skin colors differ more in intensity than in chrominance
[11]. Hence, it has been a common practice to drop the
luminance component for skin classification. Several color
spaces have been proposed and used for skin detection. In
this section, we review the most widely used color spaces
for skin detection and their properties.

2.1.1. Basic Color Spaces (RGB, normalized RGB,
CIE-XYZ)

RGB is the most commonly used color space for storing
and representing digital images, since the data captured by
a camera is normally provided as RGB. RGB correspond
to the three primary colors: red, green and blue, respec-
tively. To reduce the dependence on lighting, the RGB color
components are normalized so that sum of the normal-
ized components is unity (r + g + b = 1). Since the sum
of these components is 1, the third component does not
hold any significant information and is normally dropped
so as to obtain a reduction in dimensionality. It has been
observed that under certain assumptions, the differences
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in skin-color pixels due to lighting conditions and due
to ethnicity can be greatly reduced in normalized RGB
(rgb) space. Also, the skin-color clusters in rgh space have
relatively lower variance than the corresponding clusters
in RGB and hence are shown to be good for skin-color
modeling and detection [11,12]. Due to the above advan-
tages, rgb has been a popular choice for skin-detection
and has been used by Bergasa et al. [13], Brown et al.
[14], Caetano and Barone [15], Oliver et al. [16], Kim
et al. [17], Schwerdt and Crowley [18], Sebe et al. [19],
Soriano et al. [20], Storring et al. [21], Wang and Sung [22],
Yang and Ahuja [12], Yang et al. [11]. The CIE (Commission
Internationale de I’Eclairage) system describes color as a
luminance component Y, and two additional components
X and Z. CIE-XYZ values were constructed from psy-
chophysical experiments and correspond to the color match-
ing characteristics of human visual system [23]. This color
space has been used by Brown et al. [14], Chen and Chiang
[24], Wu et al. [25].

2.1.2. Perceptual color spaces (HSI, HSV, HSL, TSL)

The perceptual features of color such as hue (H), satu-
ration (S) and intensity (I) cannot be described directly by
RGB. Many non-linear transformations are proposed to map
RGB on to perceptual features. The HSV space defines color
as Hue—the property of a color that varies in passing from
red to green, Saturation—the property of a color that varies
in passing from red to pink, Brightness (also called Intensity
or Lightness or Value)—the property that varies in passing
from black to white. The transformation of RGB to HSV is
invariant to high intensity at white lights, ambient light and
surface orientations relative to the light source and hence,
can form a very good choice for skin detection methods.
The HSV color space has been used by Brown et al. [14],
Garcia and Tziritas [26], McKenna et al. [27], Saxe and
Foulds, [28], Sobottka and Pitas [29], Thu et al. [30], Wang
and Yuan [31], Zhu et al. [32]. A variation of the HS com-
ponents using logarithmic transformation, called Fleck HS
was introduced by Fleck and has been used by Zarit et al.
[33]. Another similar color space is TSL color space which
defines color as Tint—hue with white added, Saturation and
Lightness. The TSL color space has been used by Terillon
et al. [34], Brown et al. [14].

2.1.3. Orthogonal color spaces (YCbCr, YIQ, YUV, YES)
The orthogonal color spaces reduce the redundancy
present in RGB color channels and represent the color with
statistically independent components (as independent as
possible). As the luminance and chrominance components
are explicitly separated, these spaces are a favorable choice
for skin detection. The YCbCr space represents color as
luminance (Y) computed as a weighted sum of RGB values,
and chrominance (Cb and Cr) computed by subtracting the
luminance component from B and R values. The YCbCr
space is one of the most popular choices for skin detection

and has been used by Hsu et al. [35], Chai and Bouzerdoum
[36], Chai and Ngan [37], Wong et al. [38]. A variant of
YCbCr called YCgCr was used by deDios and Garcia [39].
This new color space differs from YCbCr in the usage of
Cg color component instead of the Cb component and was
reported to be better than YCbCr. Other similar color spaces
in this category include YIQ, YUV and YES, and represent
color as luminance (Y) and chrominance. For skin detection,
these color spaces has been used by YIQ—Dai and Nakano
[40], YUV—Marques and Vilaplana [41], YES—Saber and
Tekalp [42], Gomez et al. [43].

2.1.4. Perceptually uniform color spaces (CIE-Lab and
CIE-Luv)

Perceptual uniformity represents how two colors differ in
appearance to a human observer and hence uniform color
spaces (UCS) were defined such that all the colors are
arranged by the perceptual difference of the colors. However,
the perceptual uniformity in these color spaces is obtained
at the expense of heavy computational transformations.
In these color spaces, the computation of the luminance (L)
and the chroma (ab or uv) is obtained through a non-linear
mapping of the XYZ coordinates. For skin detection, the
CIE-Lab space has been used by Cai and Goshtasby [44],
Kawato and Ohya [45]. The CIE-Luv space has been used
by Yang and Ahuja [12]. Farsnworth [46] has proposed a
more perceptually uniform system than Lab or Luv, and it
has been used by Wu et al. [25].

2.1.5. Other color spaces

It has been observed that skin contains a significant level
of red. Hence, some researchers [43,47] have used color
ratios (e.g., R/ G) to detect skin. Gomez et al. [43] have used
an attribute selection approach to select different compli-
mentary color components from various color spaces. They
showed that the mixture of color components (E of YES, the
ratio R/ G and H from HSV) performed better than the exist-
ing color spaces for indoor and outdoor scene images. Also,
the authors argue that this new mixture space is not-sensitive
to noise from a wide range of unconstrained sources and
illumination conditions. Brand and Mason [47] have evalu-
ated the performance of color ratios with other algorithms
on the Compaq data set [48]. They concluded that the com-
bination of color ratios (R/G + R/B + G/B) provided a
better response than the individual ratios.

2.2. Skin-color classification

From a classification point of view, skin-color detection
can be viewed as a two class problem: skin-pixel vs. non-
skin-pixel classification. Different researchers have used dif-
ferent techniques to approach this problem. The following
section gives a brief description of the most common meth-
ods used.
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2.2.1. Explicit skin-color space thresholding

The human skin colors of different individuals cluster
in a small region in color space provided that the images
are taken under illumination controlled environments [11].
Hence, one of the easiest and often used methods is to de-
fine skin-color cluster decision boundaries for different color
space components. Single or multiple ranges of threshold
values for each color space component are defined and the
image pixel values that fall within these predefined range(s)
for all the chosen color components are defined as skin
pixels.

Dai and Nakano [40] used a fixed range on / component in
YIQ space for detecting skin pixels from images containing
mostly people with yellow skin. The I component includes
colors from orange to cyan. All the pixel values in the range,
R; = [0, 50] are described as skin pixels in this approach.
Sobottka and Pitas [29,49] used fixed range values on the HS
color space. The pixel values in the range Ry = [0, 50] and
Rs =[0.23, 0.68] are defined as skin pixels. These values
have been determined to be well suited for discriminating
skin pixels from non-skin pixels on the M2VTS database,
containing images of yellow and white skin people. Chai
and Ngan [50] proposed a face segmentation algorithm in
which they used a fixed range skin-color map in the CbCr
plane. The pixel values in the range Rcy, = [77, 127], and
Rcr =[133, 173] are defined as skin pixels on the ECU face
and skin database. Garcia and Tziritas [26] segmented skin
by using eight planes in YCbCr space or by using six planes
in HSV space. Wang and Yuan [31] have used threshold
values in rg space and HSV space. The threshold values
in the range R, =[0.36,0.465], R, =[0.28,0.363], Ry =
[0, 50], Rs =1[0.20, 0.68] and Ry =[0.35, 1.0] are used for
discriminating skin and non-skin pixels. Yao and Gao [101]
first transformed YUV space to skin chrominance and lip
chrominance spaces and then used fixed range values on
these spaces to detect skin and lip pixels, respectively. Wong
et al. [38] used thresholding on the luminance level, Y in
YCbCr space. Tomaz et al. [51] also used thresholding in
TS space. In Gomez and Morales [52], the authors start with
rgb and the constant % A constructive induction algorithm
is used to construct a number of three component decision
rules from these four components through simple arithmetic
operations. The new color representation spaces thus found
had better performance in precision and success rate than
skin probability maps (SPM) (Section 2.2.2) though it is
computationally slower than the SPM method.

2.2.2. Histogram model with nai've bayes classifiers

In this method, a 2D or 3D color histogram is used to
represent the distribution of skin tones in color space. Color
histograms are stable object representations unaffected by
occlusion, changes in the view, and can be used to differ-
entiate a large number of objects [11]. The color space is
quantized into a number of histogram bins. Each histogram
bin (also defined as look-up table cell) stores the count

associated with the occurrence of the bin color in the train-
ing data set. The histogram bin counts are converted into
probability distribution, P (c) as follows:

P(c)=%’(c), 1)

where count(c) gives the count in the histogram bin
associated with color ¢ and T is the total count obtained by
summing the counts in all the histogram bins. These values
correspond to the likelihood that a given color belongs to
the skin. All the pixel values for which the corresponding
color likelihood is greater than a predefined threshold are
defined as skin pixels. Zarit et al. [33], Yoo and Oh [53]
used a histogram-based approach to classify skin pixels.

Jones and Rehg [54], built a 3D RGB histogram model
with two billion pixels collected from 18,696 web images.
They reported that 77% of the possible RGB colors are not
encountered and most of the histogram is empty. There is
a marked skew in the distribution towards the red corner
of the color cube due to the presence of skin in web im-
ages, though only 10% of the total pixels are skin pixels.
This suggested that skin colors occur more frequently than
other object colors. Jones and Rehg also computed two dif-
ferent histograms, skin and non-skin histograms. Given skin
and non-skin histograms, the probability that a given color
belongs to skin and non-skin class (also called class condi-
tional probabilities) is defined as

P(c/skin) = S;C), P (c/non-skin) = n;c) s 2)

where s(c) is the pixel count in the color c¢-bin of the skin
histogram, n(c) is the pixel count in the color c-bin of the
non-skin histogram. 7y and T, represents the total counts
in the skin and non-skin histogram bins. From the generic
skin and non-skin histograms, Jones and Rehg demonstrated
that there is a reasonable separation between skin and non-
skin classes. This fact can be used to build fast and accurate
skin classifiers even for images collected from unconstrained
imaging environments such as web images, given that the
training dataset is sufficiently huge. (A larger training set
can lead to better probability density function estimations.)
Given the class conditional probabilities of skin and non-
skin-color models, a skin classifier can be built using Bayes
maximum likelihood (ML) approach [55]. Using this, a given
image pixel can be classified as skin, if

P (c/skin)
P (c/non-skin) -

o, 3

where 0 << @ <1 is a threshold value which can be adjusted
to trade-off between true positives and false positives. This
threshold value is normally determined from the ROC
(receiver operating characteristics) curve calculated from
the training data set. The ROC curve shows the relationship
between the true positives and false positives as function of
the detection threshold @. The histogram-based Bayes clas-
sifier (also called as skin probability map, SPM in short)
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has been widely used for skin segmentation. The method is
simple and computationally fast as we need only two table
look-ups to compute the probability of the skin. This has
been used by Brand and Mason [47], Chai and Bouzerdoum
[36], Fleck et al. [56], Gomez and Morales [52], Gomez
et al. [43], Jones and Rehg [54], Marcel and Benigo [57],
Schwerdt and Crowley [18], Sigal et al. [95], Srisuk and
Kuritach [58], Zarit et al. [33].

2.2.3. Gaussian classifiers

Many of the representative works on skin-color distri-
bution modeling have used Gaussian mixtures. The advan-
tage of these parametric models is that they can generalize
well with less training data and also have very less storage
requirements.

2.2.3.1. Single Gaussian models (SGM) Under controlled
illuminating conditions, skin colors of different individuals
cluster in a small region in the color space. Hence, under
certain lighting conditions, the skin-color distribution of dif-
ferent individuals can be modeled by a multivariate normal
(Gaussian) distribution in normalized color space [11,59].
Skin-color distribution is modeled through elliptical Gaus-
sian joint probability distribution function (pdf), defined as

1 1 —1
ple) = s O [‘5(" —w"y " (e— u)} :
(4)

where c is a color vector, x4 and ) _ are the mean vector and
the diagonal covariance matrix, respectively.

”:%ZQ’” Zzﬁz(ﬁi—u)(cj—u)? 5)
j:1 j:l

The parameters, pt and ) are estimated over all the color
samples (c;) from the training data using ML estimation
approach. The probability p(c) can be used directly as a
measure of skin-color likeliness and the classification is nor-
mally obtained by comparing it to a certain threshold value
estimated empirically from the training data [17,60,61].
Alternatively, we can also compare Mahalanobis distance
/, from the image pixel color ¢ [35,62-64] to a certain
threshold. This threshold value is determined from the ROC
curve (Section 2.2.2) calculated from the training data.

i=e- 'Y e . ©)

2.2.3.2. Gaussian mixture models (GMM) Though the hu-
man skin-color samples for people of different races cluster
in a small region in the color space, it has been shown that
different modes co-exist within this cluster and hence it can-
not be modeled effectively by a single Gaussian distribution
[12]. Also, under varying illuminating conditions, the single
mode assumption does not hold. Many researchers, there-
fore, have used Gaussian mixtures—a more capable model

to describe complex shaped distributions. A Gaussian mix-
ture density function is the sum of individual Gaussians,
expressed as

N

1
p(c) = ZUHW

i=1
-1
1
X exp [—E(c—ui)TZ(c—#,-)}, (7)

where ¢ is a color vector and y; and ), are the mean
and the diagonal covariance matrix. N is the number of
Gaussians and the weight factor, w; is the contribution of
the ith Gaussian. The parameters of a GMM (y;, ) _;, and
w;) are approximated from the training data through the it-
erative expectation-maximization (EM) technique. To con-
verge well, the EM technique needs a good initial guess of
the parameters. These initial parameters can be obtained by
k-means clustering of the training data. A detailed descrip-
tion of the EM technique applied to skin GMM is described
in Yang and Ahuja [12]. The skin classification is performed
using the same methodology as described in the SGM case.

The choice of the number of Gaussian components N is
very critical to the training data and the choice of color space.
Different researchers have used different values of N ranging
from 2 to 16. Yang and Ahuja [12] used two Gaussians in
Luv color space on a Michigan face database. They provided
statistical tests to justify their hypothesis that a SGM is
not sufficient to model the skin distribution for the dataset
considered. Greenspan et al. [65] also provided statistical
tests to show that a GMMs is a robust representation that
can accommodate large variations in color space, highlights
and shadows. In their trained two component GMM, one of
the components captured the distribution of the normal light
skin color while the other captured the distribution of the
more highlighted regions of the skin. Caetano et al. [66] used
2.8 Gaussians in rg color space on images containing both
black and white people. Lee and Yoo [63] used six Gaussians
for skin classification on a compaq dataset whereas Thu
et al. [30] used four Gaussian components. The key idea
behind using multiple components is that different parts of
the face illuminated in a different manner can be detected
by different components. Jones and Rehg [54] trained two
separate models for the skin and non-skin classes. They used
16 Gaussians in each of these models. Cai and Goshtasby
[44], Jebara and Pentland (1998), McKenna et al. [27], Oliver
et al. [16] also used GMMs for skin classification.

2.2.4. Elliptical boundary model

As an alternative to the computationally intensive GMMs,
Lee and Yoo [63] proposed an “elliptical boundary model”,
whose performance is comparable to that of GMM and
yet the computational complexity is as simple as training a
SGM. The elliptical boundary model is defined as

d@c)=[c—¥]"47[c — ¥, (8)



P. Kakumanu et al. / Pattern Recognition 40 (2007) 1106—1122 1111

where c is the color vector, ¥ and A are the model param-
eters defined as

1 ¢
‘P:;ZQ’, AzﬁZﬁ(ci_ﬂ)(ci_u)T’ ©))
i=1 i=1

where N is the total number of samples in the training data
set, f; is the number of samples with chrominance ¢; and pis
the mean of the chrominance vectors in the training data set.
The pixel with chrominance c is classified as a skin pixel, if
&(c) < ¢, where ¢ is a threshold value chosen empirically as
a trade-off between the true and false positives. The authors
compared the performance of the proposed model with SGM
and GMM with six components on Compaq database. The
elliptical boundary model performed slightly better than that
of GMM. However, the drawback of this model is that its
usage is limited to binary classification only.

2.2.5. Multi layer perceptron (MLP) classifier

MLPs have been successfully applied in many pattern
recognition problems due to their ability to learn complex
non-linear input—output relationships and ability to general-
ize any given data. MLPs, the most popular type of artificial
neural networks (ANN)), are feed forward networks of simple
processing elements or neurons. The weights in the network
are updated iteratively through a gradient descent technique
known as back-propagation algorithm. At each iteration in
the training process, the MLP processes all of its inputs in
a feed-forward fashion, compares the resulting outputs with
the expected ones and back-propagates these errors to adjust
each weight in the network according to its contribution to
the overall error. However, one disadvantage of NN approach
is that the performance of the network is dependent on sev-
eral factors such as the number of hidden layers, the number
of hidden nodes and learning rates and to get an optimal
performance the network has to be extensively tuned.

In MLP-based skin classification, a NN is trained to learn
the complex class conditional distributions of the skin and
non-skin pixels. Chen and Chiang [24] used a three lay-
ered feed forward NN in CIE-xy space for skin classifica-
tion. Karlekar and Desai [67], Phung et al. [68] used MLP
in CbCr space for skin classification. Sahbi and Boujemaa
[69] trained a three layered NN in RGB space on a dataset
of web images. The NN classifies the image regions as
a collection of either skin or non-skin regions. The skin
classification obtained from NN is subjected to further fine
tuning using a Gaussian model. The parameters of these
models are evaluated using a fuzzy clustering approach. One
of the major issues with training pattern recognition systems
for skin and non-skin classification is to collect good rep-
resentable samples for both skin and non-skin. Collecting
skin samples can be easy; however collecting non-skin sam-
ples is extremely harder. To overcome this problem, Seow
et al. [70] trained a three layered NN in RGB space not only
to extract the skin regions but also to interpolate the skin
regions in 3D color cube. The NN interpolated area of the

color cube is considered as skin region and the rest as non-
skin region. Anagnostopoulos et al. [71] used fuzzy logic
(FL) chromatic rules in RGB space on frontal face images
to detect skin regions. The output from FL rules is fed to a
probabilistic neural network (PNN) to classify the detected
regions as faces or non-faces.

2.2.6. Self organizing map (SOM) classifier

The self-organizing map (SOM) (also known as Koho-
nen feature map) is one of the most popular ANN models.
The SOM algorithm is based on unsupervised, competitive
learning. The SOM constructs a topology preserving map-
ping from the high-dimensional space onto map units in
such a way that relative distances between data points are
preserved. The map units, or neurons, usually form a two-
dimensional regular lattice where the location of a map unit
carries semantic information. The SOM can thus serve as a
clustering tool of high-dimensional data, although it works
equally as well with low-dimensional data. Another impor-
tant feature of the SOM is its capability to generalize.

Brown et al. [14] trained two separate SOMs to learn skin-
color and non-skin-color pixel distributions on a dataset of
over 500 images. They also compared the performance of
SOMs against GMMs and on various color spaces (HS, XY,
TS and rg). The SOMs consistently performed better than
GMMs. The results showed that the choice of color space
is more critical to the effective performance of the GMM
than that of SOM. However, the performance of the SOMs
on Compagq database (only 0.25% of the total skin samples
were used for training) is comparatively lower than that of
the results reported in Jones and Rehg [54]. The authors
claim that using a larger training data and larger number of
neurons might improve the performance of the SOM.

2.2.7. Maximum entropy (MaxEnt) classifier

Maximum entropy (MaxEnt) modeling is a statistical
method for estimating probability distributions from data.
The basic principle is that when the knowledge about the
distribution of the data is minimum, the distribution should
be as uniform as possible, that is, have maximal entropy.
Labeled training data is used to derive a set of constraints
for the model that characterize the class-specific expecta-
tions for the distribution. Constraints are represented as
expected values of features. The parameters of the model
are estimated using a ML approach. Max Ent models have
been successfully applied for many applications related
to speech recognition, audio-visual speech processing and
natural language processing applications.

Jedynak et al. [72] used a Max Ent model for skin-pixel
classification. The color and skinness for one pixel and two
adjacent pixels are chosen as relevant features. The his-
togram of these features is computed on the Compaq dataset.
The parameters of MaxEnt model are then updated using
Beth Tree approximation, which consists of approximating
the pixel lattice by a tree locally. The parameters of the
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MaxEnt model are then expressed analytically as functions
of histograms of the features. Finally, Gibbs sampler algo-
rithm was used for inferring the probability of skin for each
pixel. The details of the procedure can be obtained from Je-
dynak et al. [72]. However, the number of parameters in this
model is very large. Assuming that a color in RGB space
can take 256 values, the total number of parameters in this
model is 256° %256 % 2% 2. Hence the training of the model
is very time consuming. To reduce the training time, the au-
thors propose the use of belief propagation algorithm [73].
On Compaq database, the detection rate of this model is
82.9%, at a false positive rate of 10%.

2.2.8. Bayesian network (BN) classifier

Bayesian networks are directed acyclic graphs that allow
efficient and effective representation of the joint probabil-
ity density functions. Each vertex in the graph represents a
random variable, and edges represent direct correlations be-
tween the variables [74]. Two examples of popular Bayesian
Network classifiers are the Nai“ve Bayes (NB) classifier and
the Tree-Augmented Nai“'ve Bayes (TAN) classifier. The NB
classifier assumes that all the features are conditionally inde-
pendent given the class label, though this is not always true.
To enhance the performance over the NB classifier, Fried-
man et al. [74] proposed the use of TAN classifier which
also considers the correlations between the variables. For
learning the TAN classifier, we do not fix the structure of the
Bayesian network, but we try to find the TAN structure that
maximizes the likelihood function given the training data
out of all the possible TAN structures. In general, searching
for the best tree structure has no efficient solution. However,
Friedman et al. [74] showed that searching for the best TAN
structure can be computed in polynomial time.

Sebe et al. [19] used a BN for skin modeling and
classification. One of the problems with pattern recognition
approaches is the availability of labeled training data. The
authors propose a new method for learning the structure
of the BN with labeled and unlabeled data. They used a
stochastic structure search (SSS) algorithm for learning the
structure of the BN, which improves the performance over
NB and TAN classifiers. The details of the procedure can
be obtained from Sebe et al. [19]. With a training data of
only 60,000 samples (600 labeled + 54,000 unlabeled) from
Compaq dataset, the proposed approach has detection rates
of 95.82%, 98.32% with only 5% and 10% false positives,
respectively.

2.3. Comparison of skin-color classifiers

A good skin classifier should be able to detect different
skin types (white, pink, yellow, brown and dark) under a
wide variety of illumination conditions (white, non-white,
shadows, indoor and outdoor) and different backgrounds.
Many of the skin detection techniques consider only a
few skin types and a few possible illumination conditions.
Table 1 lists the summary of the skin detection strategies

discussed in Section 2.2. It also lists the various illumination
conditions and the different skin types reported for evaluat-
ing the performances of these classifiers. The performances
of the skin classifiers in terms of true positive rate (TPR)
and false positive rate (FPR) are also reported. Many of the
reported performances were on different datasets. Hence, it
is not possible to obtain a fair evaluation of all these meth-
ods, as they are not evaluated on common representative
train and test datasets.

Some of the works have reported the performances on
the Compaq and ECU skin/non-skin datasets. The Compaq
dataset [54] consists of 13,640 color images collected from
World Wide Web. Out of these, 4675 images contain skin
pixels, while the remaining 8965 images do not contain skin
pixels. Since the images were collected from web, these im-
ages contain skin pixels belonging to persons of different ori-
gins and with un-constrained illumination and background
conditions. The ECU database [75] consists of 4000 color
images: about 1% of these images were taken with digital
camera and the reset were collected manually from the Web.
The lighting conditions in these images include indoor and
outdoor lighting with varied backgrounds, and the skin types
include whitish, brownish, yellowish and darkish skins.

The decision boundaries in the explicit thresholding
method are fixed and are determined empirically from the
skin-color images. On the Compaq database, the threshold-
ing of I-axis in YIQ has a detection rate of 94.7 (FPR—30.2)
[14]. On the ECU database, thresholding in YCbCr space
has a detection rate of 82.0 (FPR—18.7) [75]. It should be
noted that this method has good skin detection rate at the
expense of high false positives. The explicit thresholding
method has the advantage of being simple and fast. How-
ever, it has many limitations. The fixed threshold values
differ from one color space to another and differ from one
illumination to another. It is very difficult to find a range of
threshold values that covers all the subjects of different skin
color. This technique is less accurate in case of shadows and
situations where the skin color is not distinguishable from
background. In most of the situations, the explicit thresh-
olding technique for skin segmentation is less precise and
hence normally followed by a dynamic adaptation approach
(Section 3.2).

The performance in the histogram technique is affected
by the degree of overlap between the skin and non-skin
classes in a given color space and the choice of the detec-
tion threshold. The histogram technique has detection rates
of 90.0 (FPR—14.2) and 88.9 (FPR—10) on Compaq and
ECU databases, respectively. As we can observe from the
table, these performance rates are slightly higher than that
of the GMM or the MLP techniques on the corresponding
databases. However, due to its inability to interpolate and
generalize the data, the histogram method needs a very large
training dataset to get a good classification rate. Also, this
method has higher storage requirements. For example, a 3D
RGB histogram with 256 bins per channel requires 2*® bytes
of storage, assuming one 4 byte integer per bin. One of
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the other important factors to consider in this method num-
ber of histogram bins. A 3D RGB histogram with 256 bins
per channel has 2567 bins. Due to the sparse distribution of
skin points in RGB space, we reduce the color cube size,
thereby reducing the number of bins in the histogram. This
helps in creating a more compact histogram. Jones and Rehg
[54] found that a 32-bin histogram performed better than a
256-bin RGB histogram on the Compaq dataset. However,
the number of bins that gives the best performance varies
with the color space representation and the size of the train-
ing dataset. Phung et al. [75] found that on ECU database, a
256-bin histogram is more sensitive to the size of the training
data than a 32-bin histogram. The 256-bin histogram per-
formed better for large datasets. However, they also reported
that the performance of 64, 128 and 256-bin histograms are
almost similar.

Caetano et al. [62] compared the performance of SGM
and GMMs (2-8 components) on a dataset of 800 images
containing people from a large spectrum of ethnic groups.
The skin models were trained using 550 images collected
from web and Stirling Face Database. For the dataset con-
sidered, the performance of GMMs with different compo-
nents was similar. The performance of SGM is similar to
those of the GMMs for low FPR. However, for medium and
high TPR, the GMMSs performed better. From these results,
they suggested that the mixture models may be more ap-
propriate than single Gaussian model when high correct de-
tection rates are required. Similar results were obtained by
Lee and Yoo [63] on Compaq dataset. However, as we can
observe form the table, on ECU dataset, the performance of
Gaussian mixture is lower than that of unimodal Gaussian.
In this case, the Gaussian mixture was not trained on ECU
dataset, but the parameters were taken from that of Jones
and Rehg [54]. It should be noted that the histogram mod-
els were found to be slightly superior to GMMs in terms of
skin-pixel classification performance [54,75,76]. However,
GMMs have been a popular choice for skin-color segmenta-
tion as they can generalize very well with less training data.
The mixture models though approximate the skin-color dis-
tribution effectively, the initialization and iterative training
of the GMM are computationally expensive especially with
large data sets. Also, the mixture model is slower to use dur-
ing classification since all the Gaussians must be evaluated
in computing the probability of a single color value. To re-
duce the train and recall costs of the GMMs, Fu et al. [77]
proposed the use of multidimensional histograms in the EM
framework to group the neighboring data points and reduce
the size of the data set. The conventional EM algorithm is
computationally expensive as it considers individual data
points one by one exhaustively. However, since overlapping
or closely distributed models data points have equal proba-
bilities, we can group all these points and treat the neigh-
boring points as a single data point with multiple occur-
rences. To represent the data set the authors use multidimen-
sional histograms and the EM algorithm is modified accord-
ingly. This method reduces the training time drastically. For

example, Jones and Rehg [54] spent about 24 hours to train
the skin and non-skin GMMs with 16 components on Com-
paq database using 10 work stations in parallel. With the
multidimensional histogram technique of Fu et al. [77], a
15-component skin GMM took only 250s. on Pentium IV
3.2 GHz workstation to train on the same Compaq database.

In Phung et al. [75], the authors compared the perfor-
mance of MLP network with Bayesian, Gaussian and Ex-
plicit threshold skin classifiers on ECU database. As we
can observe from Table 1, the Bayesian and MLP classifiers
have similar performance and outperform the other classi-
fiers. However, when compared with Bayesian techniques,
the MLP has very low storage requirements and hence is
a better candidate when storage is also a consideration. On
the Compaq dataset, the Bayesian network of Sebe et al.
[19] have superior performance. This method also has the
advantage of using very low-labeled data.

To characterize one of the methods described in Table 1
as a winner, we need to consider many other factors such
as the sizes of the train and test sets used. The size of the
training set and the variety of samples used in the training
set have a direct impact on the classifier performance. Also,
some skin classification methods require extensive training
and fine tuning of the parameters to achieve an optimal per-
formance. The training time is often ignored. However, it
may be important for real-time applications that require on-
line training on different data sets. It should be noted that
the evaluation criteria are dependent on the purpose of the
skin classifier. For example, if the skin classifier is used as
pre processing step in face detection, then the system may
prefer achieving high true positives at the expense of high
false positives. In such systems, the false positives can be
reduced as described in Section 3 or by using multiple fea-
tures such as texture, shape and motion along with color
information. However, if the skin classifier is alone used to
identify faces, then attaining both high TPR and low FPR is
very important.

2.4. Comparison of color space representations

Several color spaces have been proposed and used for
skin detection. Table 1 lists the various color spaces used
for different skin classifiers. As indicated in Table 1, some
methods drop the intensity component so as to provide robust
parameters against various illumination conditions. Given
different color spaces, to choose the most appropriate color
space for skin classification is a very difficult task.

To the best of our knowledge, the first comparison of color
spaces was made by Littman and Ritter [78]. They compared
a neural approach based on linear maps for skin color with
normal distributions using three different colors: RGB, YIQ
and YUV on a small dataset containing hand images col-
lected indoor. They reported that the performance is predom-
inantly independent of the color space representation and the
neural approach gives a better performance. Zarit et al. [33]
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compared five different color spaces (CIE Lab, HSV, Fleck
HS, rgb, YCbCr) and two skin detection methods (look-up
table and Bayes classifier) on a very limited data set of 48
training and 64 test images. The performance of the color
spaces with Bayes classifier is similar. The look-up table
method performed best when used with HSV or Fleck-Hs.
They concluded that HS-based color spaces provided bet-
ter results. Terillion et al. [102] have evaluated nine differ-
ent chrominance spaces (normalized rg, CIE-xy, CIE-DSH,
TSL, HSV, YES, YIQ, CIE-Lab, CIE-Luv) for skin segmen-
tation with SGMs and GMMs on a data set of 100 images
with 144 faces and 65 subjects (30 Asians, 34 Caucasians,
1 African). They reported that normalized color spaces pro-
duced better discrimination between skin and non-skin dis-
tributions with SGMs. However, for un-normalized color
spaces the comparable performance is achieved only with
GMMs. They concluded that the TSL space provided better
results.

Albiol et al. [79] provided a theoretical proof that for
every color space there is an optimum skin detector with
comparable performance provided that there is an invertible
transformation between the color spaces. Skin detection us-
ing Bayes classifier on three color spaces (RGB, YCbCr,
HSV) were compared on a database of 200 images and their
performance was found to be similar. They also showed that
the performance of a 3D color space (YCbCr) color space
is better than the corresponding 2D color space (CbCr) as
the transformation form 3D-2D space is not invertible.

Many of the above comparisons were performed on very
limited data sets. However, to rank the color spaces based
on their separability between skin and non-skin pixels, the
datasets to be considered must include very large number
of skin and non-skin samples. The skin pixels must in-
clude a large number of subjects from different races with
fewer restrictions on subject appearances and must cover
a wide range of illumination conditions both indoor and
outdoor. Shin et al. [80] evaluated the separability of skin
and non-skin clusters in nine different color spaces (CIE-
Lab, CIE-XYZ, HIS, normalized RGB, RGB, SCT, YCbCr,
YIQ, YUV) using metrics derived from scatter matrices and
skin, non-skin histograms. They used a database of 805
images with different skin tones and illumination. Out of
these, 507 skin images were collected from AR face database
[81] and University of Oulu Physics database (UOPB) [82]
and 298 non-skin images were collected from University of
Washington CBIR database [83]. They found that the sepa-
rability between skin and non-skin clusters is the highest in
RGB color space (i.e., without color transformation). Also,
dropping the luminance component and transforming 3D
color space to 2D significantly decreases the separability,
thereby reducing the skin segmentation results. Phung et al.
[75] evaluated the same on ECU face and skin database with
histogram technique and concluded the same results as that
of Shin et al. [80]. In Jayaram et al. [76], the same group
[80] compared different color spaces but with two differ-
ent skin classification approaches: histogram and Gaussian

approaches. In this work, they found that the choice of color
modeling technique makes a significant difference and the
choice of color transformation improves the performance but
not consistently. Fu et al. [77]compared the performance of
four color spaces (RGB, HSV, YCbCr and rg) with GMMs.
They found that rg performed the worst due to its transfor-
mation from 3D to 2D while the HSV color space in which
the chrominance and luminance information de-correlated
performs the best. Their results also suggest that the choice
of skin modeling technique plays an important role in the
performance for a particular color space.

The most important criteria for the performance of any
given skin classifier is the degree of overlap between the
skin and non-skin clusters in a color space. From the above
discussion, we can conclude that non-parametric models
such as histogram-based Bayes classifier are not affected by
the color transformation as the degree of overlap is unaf-
fected by mapping from one color space to another lossless
transformation. However, parametric modeling techniques
such as Gaussian modeling are affected by choice of color
space. It should be noted that the parametric models are also
affected by the amount and quality of the training data avail-
able. The choice of appropriate color space should also de-
pend on the available image format and the necessity of a
particular color space in post-processing steps. For example,
some non-linear color space transformations are too compu-
tational expensive to be used in real-time. Many of the exist-
ing techniques drop the luminance components to reduce the
illumination effects in skin detection without any evidence.
As the results suggest, ignoring the luminance component
degrades the skin detection performance.

3. Illumination adaptation approaches

One of the most important factors for the success of any
skin-color model is its ability to be able to adapt to the
changes in the lighting and the viewing environment. The
skin-color distribution of the same person under different
lighting conditions differs. Even under the same lighting
conditions, background colors and shadows may influence
skin-color appearance. Furthermore, if a person is moving,
the apparent skin colors change as the person’s position rel-
ative to the camera or light changes. Human visual sys-
tem can dynamically adapt to the varying lighting condi-
tions and can approximately preserve the actual color of the
object. This ability of the humans to reduce the effect of
light on the color of the object and to retain a stable per-
ceptual representation of the surface color is referred to as
color constancy or chromatic adaptation. However, unlike
humans, image capturing devices such as digital cameras are
not capable of adapting to the rapidly varying illuminations
across scenes. Most of the skin-color detection strategies
described in Section 3 are immune only to slight variations
in lighting and shading conditions. To handle the rapidly
changing illumination conditions for skin detection, there are
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primarily two different classes of approaches: color con-
stancy and dynamic adaptation which are described briefly
in the following section.

3.1. Skin-color constancy approaches

Color constancy approaches transform the image contents
to a known canonical illuminant that reflects precisely the
physical contents of the scene. This consists of estimating
the illuminant color and then correcting the image pixel-
wise based on the estimate of the illuminant. Estimating the
illuminant is critical in solving the image chromatic adap-
tation problem. A number of strategies have been proposed
to estimate the image illuminant. All these algorithms are
based on the assumptions of either the existing camera char-
acteristics or the illuminant properties or the distribution of
the color values. Gray World algorithms [84] assume that
the average reflectance of the image(s) is gray and the illu-
minant is estimated as the color shift from the average gray
value of the image. Retinex algorithms [85] try to model
the human color perception system and estimate the illu-
minant by comparing the average color value at each pixel
to the maximum value found by looking at a larger area in
the image. The gamut mapping algorithms [86,99] consider
all the possible mappings between the set of color values
under the known and unknown illuminants. The set of all
possible color values under any illuminant is referred to as
gamut. A unique solution to this mapping is then obtained.
In Bayesian color constancy [87], a ML approach is used to
determine the illuminant estimate so to maximize the likeli-
hood of the observed data. In neural network-based method
[88], a NN is used to estimate the chromaticity of the il-
luminant. The input to the network is a binary value indi-
cating the presence of sampled chromaticity. The output of
the network is the expected chromaticity. For a compari-
son of different approaches to color constancy, readers are
referred to Barnard et al. [89,90]. In skin-color constancy
approaches, the color constancy algorithm is applied as a
preprocessing step. Based on the estimate of the illuminant,
we first color correct the image using a diagonal transfor-
mation. Skin-color modeling and detection is then applied
on these color corrected images.

3.1.1. Gray World and white patch approaches

The Gray World algorithm is one of the simplest and
widely used algorithms for estimating the illuminant. It
assumes that given an image with sufficiently varied col-
ors, the average reflectance of the surfaces in the image
is gray. Hence, any shift from gray of the measured av-
erages on the sensor responses correspond to the color
of the illuminant. Kovac et al. [91] used the Gray World
method to color correct the images before applying skin
detection. They concluded on a dataset of 40 images that
apply color correction improves the performance of the skin
classifier.

The white patch algorithm searches for a white patch in
the image under the assumption that the brightest patch in
the image is white. The chromaticity of the illuminant is the
chromaticity of the white patch. Hsu et al. [35] used a ver-
sion of white patch algorithm for color correction. The pix-
els with the top 5% of luma are taken as a reference white
patch. The R, G and B components of the image are then
adjusted such that the average color value of this reference
white patch is grey. These color corrected image pixels are
transformed non-linearly into YCbCr space. The skin-pixels
are detected using an elliptical model with Mahalanobis dis-
tance. Good skin detection results (around 96% detection
rate) were obtained on HH1 MPEG?7 video and Champion
databases, which contain images with both frontal and non-
frontal faces under varying backgrounds and illumination
conditions. However the number of false positives is high.
A subsequent facial feature detection procedure is also pro-
posed which reduces dramatically the false positives.

3.1.2. Neural network approaches

In NN based approaches, a NN is trained to learn the
relationships between the colors in the image and the ex-
pected illuminant. The advantage of using NN is that there
are no explicit assumptions regarding the image content as
in Gray World or white patch methods. Nayak and Chau-
dari [92] used a NN for color constancy in tracking human
palm. In their approach, a NN (2 * 20 * 3) is trained using
a back propagation to directly learn the illuminant param-
eters. The inputs to the NN are RGB components of the
skin pixels, while the output of the network is the expected
canonical RGB components. The NN is trained on a set of
images containing human palm under varying illumination
conditions. The results reported suggest that NN adapts to
the illuminant parameters and NN adapted palm images can
be tracked precisely in a variety of cluttered backgrounds
and varying illuminations.

Kakumanu et al. [93,103] also used NN for color con-
stancy. The proposed three layered NN (1600 x 48 x 8 % 2)
directly estimates the illuminants so as to bring the skin
color to gray. The input to the NN is an rg histogram and
the output of the network is the expected illuminant of the
skin in rg space. The NN is trained on a dataset of 255
images and tested on 71 images, the images representing a
wide range of illuminations both indoor and outdoor, dif-
ferent backgrounds and non-white light sources. A simple
thresholding technique is used to detect skin from these NN
color corrected images.

3.1.3. Skin locus approach

Storring et al. [21] have used a physics-based model to
solve the problem of color constancy for skin detection. The
physics-based model describes an expected area for the skin
chromaticities under certain illuminations. The knowledge
of skin pixels defines an area in chromaticity space which
is called skin locus. A thresholding can be applied on this
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skin locus to classify skin from non-skin pixels for a range
of illumination and white balancing conditions. However,
the skin locus region is strictly dependent on the camera
sensor responses. Therefore, Soriano et al. [20] made the
locus directly from images taken under four representative
light sources, Horizon (2300 K), Incandescent A (2856 K),
fluorescent TL84, and daylight 6500 K. The obtained locus
was shown to be useful for selecting pixels in probability
based face tracking.

3.2. Dynamic adaptation approaches

Dynamic color modeling approaches adapt by transform-
ing the previously developed skin-color models to the chang-
ing environment. Histograms and GMMs are the popular
choices for modeling skin-color distribution in dynamic ap-
proaches. The advantage of the histogram approach is that
the probability density function can be computed trivially.
The advantage of the GMMs is that the parameters can be
updated in real-time, given that the number of Gaussian
components is known apriori.

3.2.1. Explicit threshold adaptation

Cho et al. [94] proposed an adaptive thresholding tech-
nique in HSV color space. They defined a thresholding box
in HSV color space to separate skin from non-skin pixels.
Initially, the dimensions of this box are obtained by observ-
ing the skin-color distributions of several color sample im-
ages. When a new image is tested, in order to get robustness
against illumination changes, the threshold values of the S
and V components are updated based on a color histogram
built in SV space. The thresholding box is updated by con-
sidering the center of gravity of the color histogram calcu-
lated from the color values over 10% of the maximum color
value in the box. However, this box is not enough to sepa-
rate skin-color regions from background regions of slightly
different colors. Cluster analysis is then performed to de-
termine if dominant background color vectors exist in the
box and if present, they are separated from the skin-color
vectors by a linear classifier. The results were reported on a
data set of 379 web images containing yellow people. How-
ever, the method has a disadvantage as the threshold values
are bound to change if the people from different races and
broader range of varying illuminations are considered.

3.2.2. GMM adaptation

Yang and Waibel [11,59] were one of the first to propose
an adaptive approach for skin-based face tracking. They used
a GMM for skin modeling in rg space. The mean and the
covariance of the model as the illumination changes dynam-
ically are approximated using a linear combination of the
previous parameters based on ML approach. This adaptive
model is applied for a real-time face tracker and works fine
for slightly varying indoor illuminations. A similar approach
was used by Zue and Yang [100] for tracking hands. In this

work, a restricted EM algorithm is used to train the adaptive
GMM, where the background is modeled by four Gaussian
components and the hand color is modeled by one Gaus-
sian component. Oliver et al. [16] used an adaptive GMM
in rgb space to cope up with the changing viewing and
illumination conditions. An initial mixture model is obtained
off-line with EM algorithm. To update the GMM parameters
online, they used an incremental EM technique. McKenna
et al. [27] also used an adaptive GMM in HS space. The
number of components in this model was fixed while the
parameters were updated online using stochastic equations.
Due to the lack of ground truth, the adaptive model might
adapt to non-skin image regions (for example during occlu-
sions). To reduce this problem, such outliers were detected
using log-likelihood measurements and the corresponding
frame color data is not used for subsequent frames adapta-
tion. Bergasa et al. [13] used an unsupervised and adaptive
Gaussian skin-color model (UAGM) in rg space for skin
segmentation. The GMM is initialized with clusters com-
puted by a competitive vector quantization (VQ) learning
algorithm. The model parameters are updated in time using
a linear combination of the previous parameters. Schwerdt
and Crowley [18] used the first-order moments of the skin-
color histogram in rg space to represent the position and
the spatial extent of the skin-colored region. To reduce the
effect of non-skin pixels during tracking, the skin histogram
is weighted by a Gaussian function. The mean and covari-
ance of this Gaussian function for a new image frame are
updated form the values of the previous frame.

3.2.3. Histogram adaptation

Soriano et al. [20,21] developed an adaptive skin-color
modeling technique using skin locus. Skin locus (Section
3.1.3) is the range of skin colors in the chromaticity space.
Initially in an image frame, skin pixels are extracted from the
tracked bounding box and within the skin locus defined in
rg chromaticity space. The ratio histogram is updated using
the histogram of these skin pixels and the histogram of the
whole image. The updated histogram is back projected to
define the search space (the bounding box) for the next frame
and the process is repeated. The rationale behind using the
skin locus approach is that, the skin chromaticities in an
image occupies only a small portion the skin locus and it is
easy to track this small region than the entire skin locus.

3.2.4. HMM adaptation

Sigal et al. [95] used a second-order Markov model to pre-
dict the evolution of skin color (HSV) histogram over time.
To get an initial estimate of the skin-color distribution to be
tracked, a Bayes classifier constructed on Compaq Dataset
is considered. Once the initialization is done, the Learning
stage performs the EM step over the first few video frames.
For each frame, the EM algorithm’s E step is histogram-
based segmentation, and the M step is histogram adaptation.
The evolution of the skin-color distribution at each frame is
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parameterized by translation, scaling, and rotation in color
space. During prediction and tracking stage, histograms are
dynamically updated based on feedback from the current
segmentation and predictions of the Markov model and this
updated histogram is used for skin segmentation in the next
frame. The method is shown to be robust for a wide range
of illumination conditions including non-white and multiple
light sources.

3.3. Comparison of illumination adaptation approaches

Table 2 lists the summary of the illumination adaptation
approaches to skin-color modeling and detection methods
as discussed in Sections 3.1 and 3.2.2. The explicit skin-
color constancy or the dynamic adaptation approaches to
skin detection are proved to provide better results than the
static skin detection approaches discussed in Section 2.2,
especially in a wide range of illumination conditions and
cluttered backgrounds.

Kovac et al. [91] reported on a dataset of 40 images that
applying color correction improves the performance of skin
classifier. Kakumanu et al. [93] trained a NN for skin-color
adaptation on a dataset of 255 images and tested on 71
images, the images representing a wide range of illumina-
tions both indoor and outdoor, different backgrounds and
non-white light sources. They reported that applying color
constancy technique improved the skin-color stabilization in
images. Also, the proposed NN trained on skin patch per-
forms favorably against Gray World, White Patch and NN
trained on white patch methods. The advantage of NN ap-
proach to color constancy is that there are no explicit as-
sumptions regarding the image content as in Gray World or
White Patch algorithms. MartinKauppi et al. [96] compared
skin locus approach with three different algorithms: adap-
tive skin filter approach of Cho et al. (Section 3.2.1), statis-
tical approach of Jones and Rehg (Section 2.2.3) and color
correction approach of Hsu et al. (Section 3.1.2) on a video
taken from the Face Video Database [82]. The video con-
tains a person walking in a corridor. The illumination over
the face varies from the light of fluorescent lamp to day-
light from the windows and to mixtures of these both. For
the video considered, the performance of the skin-locus ap-
proach is better. However, the skin locus approach can be
applied only if the camera parameters are known. Sigal et
al. [95] tested the HMM Illumination adaptation method on
21 video sequences from nine popular movies. These videos
contain illumination conditions ranging from white to non-
white light sources, cluttered backgrounds and shadows. The
average classification for skin is 86.84% and for the back-
ground is 93.55%, a 24% performance improvement when
compared with the static histogram technique of Jones and
Rehg [54].

The rapidly varying illumination conditions, shadows
and cluttered background pose a major problem to the per-
formance of the existing skin-color classifiers. As indicated
by the above reported comparisons, it is clear that using an

illumination adaptation approach, either skin-color con-
stancy or the dynamic adaptation approach, improves the
performance of the skin-color classifier in these situations.
Hence, it is suggested to use one of these methods to
improve the skin classification performance. An in-depth
comparison of these methods is not possible, as the above
methods are not evaluated on large and common datasets.
The particular method to use is dependent on the applica-
tion constraints such as real-time issues and the nature of
the dataset at hand.

4. Summary and conclusions

In this paper, we have presented an extensive survey of
the up-to-date techniques for skin detection using color in-
formation in the visual spectrum for 2D images. A good skin
classifier must be able to discriminate between skin and non-
skin pixels for a wide range of people with different skin
types such as white, yellow, brown and dark and be able to
perform well under different illumination conditions such as
indoor, outdoor and with white and non-white illumination
sources. We reviewed the following critical issues regarding
skin detection:

e Choice of appropriate color space: The color space rep-
resentation is often lead by the skin detection method-
ology and the application. Non-parametric methods such
as histogram-based methods are not affected by the color
space representation. However, parametric modeling tech-
niques such as Gaussian modeling are affected by the
choice of color space. It should be noted that the paramet-
ric models are also affected by the amount and the quality
of the training data available. The choice of color space
should also depend on the available image format and the
necessity of a particular color space in post-processing
steps. For example, some non-linear color space transfor-
mations are too computational expensive to be used in
real-time. Dropping the intensity component so as to ob-
tain robust parameters against illumination conditions as
approached in many of the works actually reduces the skin
detection performance.

e Skin-color modeling and classification techniques: The
histogram-based Bayes classifier is feasible for skin detec-
tion only with large datasets. Also, this method has very
high storage requirements when compared to mixture or
NN models. The performance of mixture and NN models
is comparable to that of histogram methods even when
small datasets are available.

e Color constancy and dynamic adaptation approaches:
Obtaining robust color representations against varied
illumination conditions is still a major problem. How-
ever, the application of color constancy techniques as a
preprocessing step to skin-color modeling proved to im-
prove the performance. The NN-based color constancy
techniques are very promising as they do not make any
explicit assumptions about the scene content. Dynamic
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adaptation techniques which transform the existing color
models so as to adapt to the changing viewing condi-
tions are also available. However, the problem with these
approaches is that if we lose track of ground truth, the
adaptive model might adapt to non-skin image regions.
The problem domain factors such as the characteristics
of the data set, the real-time considerations and the skin
detection method should lead the choice of one of the
illumination adaptation methods.

Most of the skin detection techniques discussed in literature
are used a preprocessor for face detection and tracking sys-
tems. Though skin color analysis often produces high TPRs,
it also produces high FPRs when the image contains clut-
tered background and shadows. To improve the accuracy of
the classifier, various other features such as shape, spatial and
motion information can be used along with skin-color infor-
mation. In the past decade significant advancement has been
made in skin detection using color information in the visual
spectrum. However, to build an accurate classifier which can
detect all the skin types under different illuminations, shad-
ows, cluttered backgrounds and makeup is still an unsolved
problem. For example, it is extremely hard to build a skin
classifier which can distinguish human skin color from dyes
designed to mimic skin color. Many of the problems en-
countered in visual spectrum can be overcome by using non-
visual spectrum methods such as infrared (IR) and spectral
imaging. The non-visual spectrum methods though immune
to illumination conditions and makeup are very expensive
and bulky, and hence are not suitable to many applications
such as Tyflos [97] and iLearn [98]. Often the applications
demand certain constraints on the skin detection method-
ology. When these methods are used in real-time, meeting
computational and storage requirements is extremely impor-
tant. Sometimes, accuracy may need to be sacrificed when
the skin detection strategy is used only as a preprocessing
step to face detection.
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