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3-4 Confidence interval of  𝝁𝑫 = 𝝁𝟏 − 𝝁𝟐 for paired observations 

İf �̅� and 𝑠𝑑 are the mean and standard deviation, respectively, of the normally distributed 

differences of n random pairs of measurements, a 100(1 − 𝛼)% confidence interval for 

𝜇𝐷 = 𝜇1 − 𝜇2 Is given by 

�̅� − 𝑡𝛼
2⁄ ,𝑛−1

𝑠𝑑

√𝑛
< 𝜇𝐷 < �̅� + 𝑡𝛼

2⁄ ,𝑛−1

𝑠𝑑

√𝑛
 

Where 𝑡𝛼
2⁄ ,𝑛−1 is the t-value with n-1 (Degree of Freedom), leaving an area of 𝛼 2⁄  to the 

right. 

For example Suppose a sample of n students were given a diagnostic test before studying a 
particular module and then again after completing the module. We want to find out if, in 
general, our teaching leads to improvements in students’ knowledge/skills (i.e. test scores). 
We can use the results from our sample of students to draw conclusions about the impact of 
this module in general. 
 
Example: using the above example with n=20 students, the following results were obtained 

student Pre-module 
score 

Post-module 
score 

1 18 22 

2 21 25 

3 16 17 

4 22 24 

5 19 16 

6 24 29 

7 17 20 

8 21 23 

9 23 19 

10 18 20 

11 14 15 

12 16 15 

13 16 18 

14 19 26 

15 18 18 

16 20 24 

17 12 18 

18 22 25 

19 15 19 

20 17 16 

 

- Find a 95% confidence interval for mean value of difference between post and pre-

module score of these sample 

- Can we claim that studying that module improved grades of students? 
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�̅� =
∑ 𝑑𝑖

𝑛
𝑖=1

𝑛
=

4 + 4 + 1 + 2 − 3 + 5 + 3 + 2 − 4 + 2 + 1 − 1 + 2 + 7 + 0 + 4 + 6 + 3 + 4 − 1

20

=
41

20
= 2.05 

𝑠𝑑 = √∑ (𝑑𝑖 − �̅�)
2𝑛

𝑖=1

𝑛 − 1

= √
(4 − 2.05)2 + (4 − 2.05)2 + (1 − 2.05)2 + (2 − 1.05)2 + (−3 − 2.05)2 + (5 − 2.05)2 + ⋯ + (−1 − 2.05)2

20 − 1

= 2.837 

𝑝 (�̅� − 𝑡𝛼
2⁄ ,𝑛−1

𝑠𝑑

√𝑛
< 𝜇𝐷 < �̅� + 𝑡𝛼

2⁄ ,𝑛−1

𝑠𝑑

√𝑛
* = 1 − 𝛼 

𝑝 (2.05 − 2.093
2.837

√20
< 𝜇𝐷 < 2.05 + 2.093

2.837

√20
* = 0.95 

𝑝(0.73 < 𝜇𝐷 < 3.37) = 0.95 

4. Confidence interval on proportion of one variable  

4-1  Confidence interval on proportion of one variable  

A point estımator of the proportion 𝑃 = 𝑋
𝑁⁄  in a binomial experiment is given by the 

statistic �̂� = 𝑥
𝑛⁄ , where x represents the number of successes in a trial. Therefore, the 

sample proportion �̂� = 𝑥
𝑛⁄ will be used as the point estimate of the parameter P. 

If �̂� is the proportion of success in a random sample of size n and �̂� = 1 − �̂�, an approximate 

100(1 − 𝛼)% confidence interval, for the binomial parameter 𝑃 is given by 

�̂� − 𝑧𝛼
2⁄

√
�̂��̂�

𝑛
< 𝑃 < �̂� + 𝑧𝛼

2⁄
√

�̂��̂�

𝑛
 

Where 𝑧𝛼
2⁄  is the z value leaving an area of 𝛼 2⁄  to the right . 

Example: in a random sample of n=500 families owning television sets in the city of 

Hamilton, Canada, it is found that x=340 subscribe to HBO, find a 95% confidence interval for 

the actual proportion of families with television sets in this city that subscribe to HBO. 

𝑛 = 500, 𝑥 = 340, �̂� =
𝑥

𝑛
=

340

500
= 0.68 

𝑝 (�̂� − 𝑧𝛼
2⁄

√
�̂��̂�

𝑛
< 𝑃 < �̂� + 𝑧𝛼

2⁄
√

�̂��̂�

𝑛
) = 1 − 𝛼 
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𝑝 (0.68 − 1.96√
0.68 × 0.32

500
< 𝑃 < 0.68 + 1.96√

0.68 × 0.32

500
) = 0.95 

𝑝(0.68 − 0.0409 < 𝑃 < 0.68 + 0.0409) = 0.95 

𝑝(0.6391 < 𝑃 < 0.7209) = 0.95 

Theorem: if �̅� is used as an estimate of 𝑃, we can be 100(1 − 𝛼)% confident that the error 

will not be exceed a specified amount 𝑒when the sample size is 𝑛 = (
𝑧𝛼

2⁄

𝑒
)2�̂��̂� 

Example: How large a sample is required if we want to be 95% confident that our estimate 

of 𝑃 in the previous example is off by less than 0.02? 

𝑛 = (
𝑧𝛼

2⁄

𝑒
)2�̂��̂� = (

1.96

0.02
)20.68 × 0.32 = 2089.8 ≅ 2090 

 

 

4-2 Confidence interval on difference between two proportions 

If �̂�1 and �̂�2are the proportions of successes in random samples of size 𝑛1 and 𝑛2, 

respectively, �̂�1 = 1 − �̂�1, and �̂�2 = 1 − �̂�2, an approximate 100(1 − 𝛼)% confidence 

interval for the difference of two binomial parameters, 𝑃1 − 𝑃2, is given by 

(�̂�1 − �̂�2) − 𝑧𝛼
2⁄ √

�̂�1�̂�1

𝑛1
+

�̂�2�̂�2

𝑛2
< 𝑃1 − 𝑃2 < (�̂�1 − �̂�2) + 𝑧𝛼

2⁄ √
�̂�1�̂�1

𝑛1
+

�̂�2�̂�2

𝑛2
 

Where 𝑧𝛼
2⁄  is the z value leaving an area of 𝛼 2⁄  to the right . 

Example: A certain change in a process for manufacturing component parts is being 

considered. Samples are taken under both the existing and the new process so as to 

determine if the new process results in an improvement. If 75 of 1500 items from the 

existing process are found to be defective and 80 of 2000 items from the new process are 

found to be defective. 

-  Find a 90% confidence interval for the true difference in the proportion of defectives 

between the existing and the new process. 

- Find a 90% uper and lower bounds on the difference between proportion of 

defectives between the existing and the new process. 

𝑝 ((�̂�1 − �̂�2) − 𝑧𝛼
2⁄ √

�̂�1�̂�1

𝑛1
+

�̂�2�̂�2

𝑛2
< 𝑃1 − 𝑃2 < (�̂�1 − �̂�2) + 𝑧𝛼

2⁄ √
�̂�1�̂�1

𝑛1
+

�̂�2�̂�2

𝑛2
, = 1 − 𝛼 
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�̂�1 =
𝑥1

𝑛1
=

75

1500
= 0.05, �̂�2 =

𝑥2

𝑛2
=

80

2000
= 0.04,   

𝛼

2
= 0.05 → 𝑧𝛼

2⁄ =  𝑧0.05 = 1.645  

 𝑝 ((0.05 − 0.04) − 1.645√
0.05 × 0.95

1500
+

0.04 × 0.96

2000
< 𝑃1 − 𝑃2

< (0.05 − 0.04) + 1.645√
0.05 × 0.95

1500
+

0.04 × 0.96

2000
, = 0.90 

𝑝((0.01 − 0.0117) < 𝑃1 − 𝑃2 < (0.01 + 0.0117)) = 0.90 

𝑝(−0.0017 < 𝑃1 − 𝑃2 < 0.0217) = 0.90 

 

 

 

𝑢𝑝𝑝𝑒𝑟: 𝑝 (𝑃1 − 𝑃2 < (�̂�1 − �̂�2) + 𝑧𝛼√
�̂�1�̂�1

𝑛1
+

�̂�2�̂�2

𝑛2
) = 1 − 𝛼 

 𝑝 (𝑃1 − 𝑃2 < (0.05 − 0.04) + 1.28√
0.05 × 0.95

1500
+

0.04 × 0.96

2000
) = 0.9 

 𝑝(𝑃1 − 𝑃2 < 0.033458) = 0.9 

𝑙𝑜𝑤𝑒𝑟: 𝑝 (𝑃1 − 𝑃2 > (�̂�1 − �̂�2) − 𝑧𝛼√
�̂�1�̂�1

𝑛1
+

�̂�2�̂�2

𝑛2
) = 1 − 𝛼 

𝑝 (𝑃1 − 𝑃2 > (0.05 − 0.04) − 1.28√
0.05 × 0.95

1500
+

0.04 × 0.96

2000
) = 0.9 

 𝑝(𝑃1 − 𝑃2 > −0.013458) = 0.9 

5. Single sample – estimating variance 

If a sample of size n is drawn from a normal population with variance 𝜎2 and the sample 

variance 𝑠2 is computed, we obtain value of statistics𝑠2. This computed sample variance 

is used as a point estimate of 𝜎2. Hence, the statistics 𝑠2 is called an estimator of 𝜎2. 

An interval estimate of 𝜎2can be established by using the statistics 

𝜒2 =
(𝑛 − 1)𝑠2

𝜎2
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The statistics 𝜒2 has a chi-square distribution with n-1 degrees of freedom when samples are 

chosen from a normal population. We may write (see figure) 

 

 

If 𝑠2 is the variance of a random sample of size n from a normal distribution, a 100(1 − 𝛼)% 

confidence interval for 𝜎2 is  

(𝑛 − 1)𝑠2

𝜒𝛼
2⁄

2 < 𝜎2 <
(𝑛 − 1)𝑠2

𝜒1−𝛼
2⁄

2  

Where 𝜒1−𝛼
2⁄

2  and 𝜒𝛼
2⁄

2  are values of the chi-squared distribution with n-1 degrees of 

freedom, leaving areas of 1 − 𝛼
2⁄  and 𝛼 2⁄ , respectively, to the right. 

Example: the following are the weights, in diagrams, of 10 packages of grass seed distributed 

by a certain company: 46.4, 46.1, 45.8, 47.0, 46.1, 45.9, 45.8, 46.9, 45.2, and 46.0.  

- Find a 95% confidence interval for the variance of the weights of all such packages of grass 

seed distributed by this company, assuming a normal distribution. 

- Find upper and lower side of confidence interval for that variance. 

𝑝 (
(𝑛 − 1)𝑠2

𝜒𝛼
2⁄

2 < 𝜎2 <
(𝑛 − 1)𝑠2

𝜒1−𝛼
2⁄

2 + = 1 − 𝛼 

�̅� =
∑ 𝑥𝑖

𝑛
𝑖=1

𝑛
=

46.4 + 46.1 + 45.8 + 47 + 46.1 + 45.9 + 45.8 + 46.9 + 45.2 + 46

10
=

461.2

10
= 46.12 

𝑠2 =
∑ (𝑥𝑖 − �̅�)2𝑛

𝑖=1

𝑛 − 1

=
(46.4 − 46.12)2 + (46.1 − 46.12)2 + (45.8 − 46.12)2 + (47 − 46.12)2 + (46.1 − 46.12)2 + ⋯ + (46 − 46.12)2

20 − 1
= 0.286 
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𝑝 (
(10 − 1)0.286

19.023
< 𝜎2 <

(10 − 1)0.286

2.7
) = 0.95 → 𝑝(0.135 < 𝜎2 < 0.953) = 0.95 

𝑢𝑝𝑝𝑒𝑟: 𝑝 (𝜎2 <
(𝑛 − 1)𝑠2

𝜒1−𝛼
2 ) = 1 − 𝛼 

𝑝 (𝜎2 <
(10 − 1)0.286

3.235
) = 0.95 → 𝑝(𝜎2 < 0.789571) = 0.95  

𝑙𝑜𝑤𝑒𝑟: 𝑝 (𝜎2 >
(𝑛 − 1)𝑠2

𝜒𝛼
2

) = 1 − 𝛼 

𝑝 (𝜎2 >
(10 − 1)0.286

16.919
) = 0.95 → 𝑝(𝜎2 > 0.152137) = 0.95 
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6. Two Samples – Estimating the Ratio of Two Variance 

A point estimator of the ratio of two population variances 
𝜎1

2

𝜎2
2⁄  is given by the ratio 

𝑠1
2

𝑠2
2⁄  of the sample variances. Hence, the statistics 

𝑠1
2

𝑠2
2⁄  is called an estimator 

of 
𝜎1

2

𝜎2
2⁄ . If 𝜎1

2 and 𝜎2
2 are the variances of normal populations, we can establish an 

interval estimate of 
𝜎1

2

𝜎2
2⁄  by using the statistics 𝐹 =

𝜎2
2𝑠1

2

𝜎1
2𝑠2

2 

The random variable F has an F-distribution with 𝑣1 = 𝑛1 − 1 and 𝑣2 = 𝑛2 − 1 degrees if 
freedom. Therefore, we may write (see figure) 

𝑃 (𝑓(1−𝛼
2⁄ ),(𝑣1,𝑣2) < 𝐹 < 𝑓(𝛼

2⁄ ),(𝑣1,𝑣2)) = 1 − 𝛼 

Where 𝑓(𝛼
2⁄ ),(𝑣1,𝑣2) and 𝑓(𝛼

2⁄ ),(𝑣1,𝑣2) is an F-value with 𝑣1 = 𝑛1 − 1 and 𝑣2 = 𝑛2 − 1 degrees 

of freedom, leaving an area of 𝛼 2⁄  to the right. 

 

Substituting for F, we write 

𝑃 (𝑓(1−𝛼
2⁄ ),(𝑣1,𝑣2) <

𝜎2
2𝑠1

2

𝜎1
2𝑠2

2 < 𝑓(𝛼
2⁄ ),(𝑣1,𝑣2)) = 1 − 𝛼 

Multiplying each term in the inequality by 
𝑠1

2

𝑠2
2⁄  and then inverting each term, we obtain 

𝑃 (
𝑠1

2

𝑠2
2

1

𝑓(𝛼
2⁄ ),(𝑣1,𝑣2)

<
𝜎1

2

𝜎2
2⁄ <

𝑠1
2

𝑠2
2

1

𝑓(1−𝛼
2⁄ ),(𝑣1,𝑣2)

) = 1 − 𝛼 
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We can replace the quantity 𝑓(1−𝛼
2⁄ ),(𝑣1,𝑣2) by 

1

𝑓(𝛼
2⁄ ),(𝑣2,𝑣1)

, therefore 

𝑃 (
𝑠1

2

𝑠2
2

1

𝑓(𝛼
2⁄ ),(𝑣1,𝑣2)

<
𝜎1

2

𝜎2
2⁄ <

𝑠1
2

𝑠2
2 𝑓(𝛼

2⁄ ),(𝑣2,𝑣1)) = 1 − 𝛼 

Where 𝑓(𝛼
2⁄ ),(𝑣1,𝑣2) is an F-value with 𝑣1 = 𝑛1 − 1 and 𝑣2 = 𝑛2 − 1 degrees of freedom, 

leaving an area of 𝛼 2⁄  to the right, and 𝑓(𝛼
2⁄ ),(𝑣2,𝑣1) is a similar F-value with 𝑣2 = 𝑛2 − 1 and 

𝑣1 = 𝑛1 − 1 degrees of freedom. 

Example: A machine is used to fill bottles with vegetable oil. Two random samples are 

selected from the filled bottles and the oil is weighted in each bottle. 

First sample 15.66 15.66 15.70 15.70 15.68 15.70 

Second sample 15.78 15.7 15.78 15.79   

- Construct a 90% confidence interval on 
𝜎1

2

𝜎2
2⁄  

- Find upper and lower bound for this ratio with 99% confidence coefficient 

𝑃 (
𝑠1

2

𝑠2
2

1

𝑓(𝛼
2⁄ ),(𝑣1,𝑣2)

<
𝜎1

2

𝜎2
2⁄ <

𝑠1
2

𝑠2
2 𝑓(𝛼

2⁄ ),(𝑣2,𝑣1)) = 1 − 𝛼 

�̅�1 =
∑ 𝑥𝑖

𝑛1
𝑖=1

𝑛1
=

15.66 + 15.66 + 15.70 + 15.70 + 15.68 + 15.70

6
=

94.1

6
= 15.68 

𝑠1
2 =

∑ (𝑥𝑖 − �̅�)2𝑛1
𝑖=1

𝑛1 − 1

=
(15.66 − 15.68)2 + (15.66 − 15.68)2 + (15.70 − 15.68)2 + (15.70 − 15.68)2 + (15.68 − 15.68)2 + (15.70 − 15.68)2

6 − 1
= 0.0003867 

�̅�2 =
∑ 𝑥𝑖

𝑛2
𝑖=1

𝑛2
=

15.78 + 15.7 + 15.78 + 15.79

4
=

63.05

4
= 15.76 

𝑠2
2 =

∑ (𝑥𝑖 − �̅�)2𝑛2
𝑖=1

𝑛2 − 1
=

(15.78 − 15.76)2 + (15.70 − 15.76)2 + (15.78 − 15.76)2 + (15.79 − 15.76)2

4 − 1

= 0.00009167 

𝑃 (
0.0003867

0.00009167
×

1

9.01
<

𝜎1
2

𝜎2
2⁄ <

0.0003867

0.00009167
× 5.41) = 0.95

→ 𝑃 (0.46819 <
𝜎1

2

𝜎2
2⁄ < 22.8215) = 0.95 
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𝑢𝑝𝑝𝑒𝑟: 𝑃 (
𝜎1

2

𝜎2
2⁄ <

𝑠1
2

𝑠2
2 𝑓(𝛼),(𝑣2,𝑣1)) = 1 − 𝛼 

𝑢𝑝𝑝𝑒𝑟: 𝑃 (
𝜎1

2

𝜎2
2⁄ <

0.0003867

0.00009167
× 12.06) = 0.99 → 𝑃 (

𝜎1
2

𝜎2
2⁄ < 50.87381) = 0.99 

𝑙𝑜𝑤𝑒𝑟: 𝑃 (
𝜎1

2

𝜎2
2⁄ >

𝑠1
2

𝑠2
2

1

𝑓(𝛼),(𝑣1,𝑣2)
) = 1 − 𝛼 

𝑙𝑜𝑤𝑒𝑟: 𝑃 (
𝜎1

2

𝜎2
2⁄ >

0.0003867

0.00009167
×

1

28.24
) = 0.99 → 𝑃 (

𝜎1
2

𝜎2
2⁄ > 0.149376) = 0.99 
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